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Preface

The usage of mobile devices steadily grows causing an enormous rise in the mobile
data traffic over the Internet. Data is produced by handheld, pervasive and wearable
devices, which are configured for collecting and delivering data to related servers
that host online and mobile social networks. Notwithstanding, the enormous
amount, multi-source collection of data motivates the need to investigate novel
access methods, mobile big data collecting techniques, methods to improve the
integration of resources’ availability through the 3As (‘Anywhere, Anything,
Anytime’) paradigm, distributed big data storing methodologies, and intra- or
inter-big data processing mechanisms.

The main target of this book is to give an overview of the great emerging
advances and challenges in mobile technologies for collecting, storing and pro-
cessing mobile big data from an engineering perspective, discussing a wide range of
applications and scenarios where mobile big data can be applied. Future directions
on theories, practices, standards and strategies that are related to this research
domain are discussed. This timely volume includes thirteen rigorously refereed
chapters from prominent international researchers and serves as a source of new
schemes in the mobile big data field for students, researchers, scientists and prac-
titioners. It may be used in undergraduate and graduate courses on the design and
development of mobile big data-driven systems and applications. Researchers and
scientists will find the book useful as it provides a current state-of-the-art guide and
future trends in mobile big data analytics and management. Finally, practitioners
will broaden their expertise on particular topics and methodologies, such as the
transition of mobile big data to the Cloud, context-awareness in the mobile big data
paradigm and the processing of real-time streaming events on-the-move considering
the need for high-velocity processing and low latency response.
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Bucharest, Romania Ciprian Dobre
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Big Data Analytics: Applications,
Prospects and Challenges

Konstantinos Vassakis, Emmanuel Petrakis and Ioannis Kopanakis

Abstract In the era of the fourth industrial revolution (Industry 4.0), big data has
major impact on businesses, since the revolution of networks, platforms, people and
digital technology have changed the determinants of firms’ innovation and com-
petitiveness. An ongoing huge hype for big data has been gained from academics
and professionals, since big data analytics leads to valuable knowledge and pro-
motion of innovative activity of enterprises and organizations, transforming
economies in local, national and international level. In that context, data science is
defined as the collection of fundamental principles that promote information and
knowledge gaining from data. The techniques and applications that are used help to
analyze critical data to support organizations in understanding their environment
and in taking better decisions on time. Nowadays, the tremendous increase of data
through the Internet of Things (continuous increase of connected devices, sensors
and smartphones) has contributed to the rise of a “data-driven” era, where big data
analytics are used in every sector (agriculture, health, energy and infrastructure,
economics and insurance, sports, food and transportation) and every world econ-
omy. The growing expansion of available data is a recognized trend worldwide,
while valuable knowledge arising from the information come from data analysis
processes. In that context, the bulk of organizations are collecting, storing and
analyzing data for strategic business decisions leading to valuable knowledge. The
ability to manage, analyze and act on data (“‘data-driven decision systems”) is very
important to organizations and is characterized as a significant asset. The prospects
of big data analytics are important and the benefits for data-driven organizations are
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significant determinants for competitiveness and innovation performance. However,
there are considerable obstacles to adopt data-driven approach and get valuable
knowledge through big data.

Keywords Big data - Big data analytics - Performance . Enterprises
Knowledge management - Internet of things (IoT)

1 Introduction

Data is characterized as the lifeblood of decision-making and the raw material for
accountability. Without high-quality data providing the right information on the
right things at the right time, designing, monitoring and evaluating effective poli-
cies becomes almost impossible [1]. In that context, an ongoing attention to data
and data-driven approaches from academics and professionals exists, since the
knowledge arising from data analysis processes leads to the promotion of inno-
vative activity, transforming organizations, enterprises and national economies.

Nowadays, in the 4th Industrial revolution era, organizations and governments
focus on the development of capabilities that provide knowledge extracted from
large and complex data sets, commonly known as “big data”. Big data is a buz-
zword in the last years in the business and economics fields, since it plays an
essential role in economic activity and has strengthened its role in creating eco-
nomic value by enabling new ways to spur innovation and productivity growth.
Hence, the ability of management, analysis and acting is significant under the
context of knowledge-based capital (KBC) that is associated with digital infor-
mation, innovative capacity and economic aspects [2].

In that era, many enterprises independent size, from start-ups to large organi-
zations, attempt to obtain data-driven culture struggling for competitive advantage
against rivals. Enterprises aim to leverage data generated within organizations
through their operations to gain valuable insights for better, faster and more
accurate decisions in crucial business issues.

The advent of the Web 2.0 allows users interacting with each other on social
media platforms, enabled companies getting access to big amounts of data easier and
cheaper. In addition, the appearance of Web 3.0 provides considerably increased
opportunities for external data collection. Mobile devices (smart phones and tablets)
that facilitate companies to measure even more precisely, since those devices, both
Internet and mobile-enabled, have the capability to promote e.g. highly mobile,
location-aware and person-centered processes and transactions. This capability will
continue offering unique research challenges and opportunities through the years [3].

Digital enterprises like Google, Amazon and Facebook highlight the significance
of big data, indicating the various ways that can be used from supply chain to
customer satisfaction highlighting the benefits of enterprises. Many enterprises
started to benefit from those opportunities offered by the immense development of
big data technologies. Today, enterprises in every industry sector and not limited to
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ICT sector, are focused on data exploitation to gain a competitive advantage, while
managerial decisions rely on data-based analytics and less on the leader’s experi-
ence [4]. Nonetheless, exploitation of big data needs people with skills and
expertise who will able to capture value from data insights providing significant
knowledge to managers and decision-makers.

1.1 Defining Big Data

The tremendous generation of data, expected to reach 180 ZB in 2025, give data a
leading role in change and growth of the 21st-century shaping a new “digital
universe” with the transformation of markets and businesses [5]. Digital informa-
tion from complex and heterogeneous data coming from anywhere and at any time
introducing a new era, the era of “Big Data” [6].

Big data refers to large datasets that are not able to be captured, stored, managed
and analyzed by typical software tools [7]. These data sets that are huge -not only in
size- but also in heterogeneity and complexity (structured, semi-structured and
unstructured data) including operational, transactional, sales, marketing and other
data. In addition, big data includes data that comes in several formats including
text, sound, video, image and more. This unstructured data is growing faster than
structured and have captured the 90% of all the data [8]. Therefore, new forms of
processing capabilities are required for getting data insights that lead to better
decision making.

On the data life cycle the challenges can be divided into three categories: data,
process and management challenges (Fig. 1) [6]. Data challenges refer to charac-
teristics of big data including volume, velocity, variety and veracity. Process
challenges are related with the techniques needed for big data acquisition, inte-
gration, transformation and analysis in order to gain insights from the big data. The
data management challenges include challenges regarding data security, privacy,
governance and cost/operational expenditures.

Big data can be characterized by the seven Vs: volume, variety, veracity,
velocity, variability, visualization and value.

Volume refers to the large size of the datasets. It is fact that Internet of Things
(IoT) through the development and increase of connected smartphones, sensors and
other devices, in combination with the rapidly developing Information and Com-
munication Technologies (ICTs) including Artificial Intelligence (AI) have con-
tributed to the tremendous generation of data (counting records, transactions,
tables, files etc.). The speed of data is surpassing Moore’s law and the volume of
data generation introduced new measures for data storage i.e. exabytes, zettabytes
and yottabytes.

Variety represents the increasing diversity of data generation sources and data
formats. Web 3.0 leads to growth of web and social media networks leading to the
generation of different types of data. From messages, updates, photos and videos
that are posted in social media networks like Facebook or Twitter, SMS, GPS
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Fig. 1 Challenges in data lifecycle

signals from smartphones, customers transactions in banking, e-business and retail,
voice data in call centers etc. Many of the crucial sources of big data are com-
paratively novel, including mobile devices that supply huge streams of data that are
connected with human behavior through their activities and locations; or web
sources supplying data through comprising logs, click-streams and social media
actions. Additionally, big data also differs in data types that are generated, thus big
data consists on structured data (tables, records), unstructured data (text and voice),
semi-structured data (XML, RSS feeds) and other data that is difficult to classify
like data deriving from audio, video and other appliances.

Variability is often confused with variety, but variability is related with rapid
change of meaning. For instance, words in a text can have a different meaning
according to context of a text, thus for an accurate sentiment analysis, algorithms
need to find out the meaning (sentiment) of a word taking into account the whole
context.

Velocity. Big data is characterized by the high speed of data generation. Data
generated by connected devices and web arriving in enterprises in real-time. This
speed is extremely significant for enterprises in taking various actions that enable
them to be more agile, gaining competitive advantage against competitors. Despite
the fact that some enterprises have already exploited big data (click-streams data) to
offer their customers purchase recommendations, nowadays enterprises though big
data analytics have the ability to analyze and understand data taking actions in
real-time.
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Veracity of data refers to data reliability and accuracy. The data collection has data
that are not clean and accurate, thus data veracity refers to the data uncertainty and
the level of reliability correlated with some type of data.

Visualization. Data visualization is the science of visual representation of data and
information. It presents quantitative and qualitative information in some schematic
form, indicating patterns, trends, anomalies, constancy, variation, in ways that
cannot be presented in other forms like text and tables [9].

The leverage of big data can provide valuable knowledge and thus the value
offered by the data analysis process can benefit enterprises, organizations, com-
munities and consumers.

Enterprises that overcome challenges and exploit big data efficiently have more
precise information and are able to create new knowledge by which they can
improve their strategy and business operations regarding well-defined targets like
productivity, financial performance and market value [10], while big data plays a
major role in digital transformation of enterprises introducing innovations. There-
fore, an increasing interest in exploitation of big data among enterprises and
organizations exists (Fig. 2).

The economic benefits of big data in UK private and public-sector businesses
will increase from £25.1 billion in 2011 to £216 billion in 2017 [11]. Big data can
provide more value in enterprises in various ways and is able to enhance produc-
tivity and competitiveness of enterprises. Big data is referred to the continuous
growth of data and technologies that are necessary for collection, storage, man-
agement and analysis of data. The way of thinking about businesses has changed
with big data, since it changes major elements of organizations and not only
management. Big data can be a key resource for enterprises obtaining new
knowledge, added value and fostering new products, processes and markets, thus
data is characterized as an asset from enterprises’ executives indicating the sig-
nificance of data-driven approach within enterprises [12]. Enterprises gathered data
for ages, however, nowadays more and more enterprises are actually analyzing the
data instead of just keeping them. Hence, data-driven enterprises perform better in
financial and operational terms, 5% more productive and 6% more profitable than
no data-driven, gaining significant competitive precedence against their competitors
[13].

Interest over time @

1 Jan 2004 1 Jan 2008 1.4an 2012 1 Jan 2014

Fig. 2 Big data trend https://trends.google.com/trends/explore ?date=all&q=%2Fm%2F0bs2j8q
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1.2  Big Data Analytics

The analysis of large data-sets in enterprises, the term of big data analytics is
associated with data science, business intelligence and business analytics. Data
science is defined as a collection of fundamental principles that promotes taking
information and knowledge from data [4]. Over the last years, data-driven
approaches like Business Intelligence (BI) and Business Analytics are characterized
indispensable to operating enterprises. Bl is defined as the methodologies, systems
and applications for collecting, preparing and analyzing data to provide information
helping decision makers. In other words, BI systems are data-driven decision
making systems [14], while Business Analytics are the techniques, technologies,
systems and applications that are used to analyze critical business data for sup-
porting them to understand their business environment and take business decisions
on time. The power of Business Analytics is to streamline vast amounts of data to
enhance its value, while BI mainly concentrates historical data in graphs and data
table reports as a way to provide answers to queries without streamlining data and
enhancing its value.

Business Analytics was commenced to outline the principal analytical element in
BI in the late 2000s. Afterwards, the terms of big data and big data analytics have
been utilised to describe analytical techniques for data- sets that are so large and
complex, needing advanced data storage, management, analysis and visualization
technologies. In that rapidly growing environment, the velocity of data makes the
conversion of data into valuable knowledge quickly a necessity. The differences
between conventional analytics and fast analytics with Big data are in analytics
characteristics (type, objective and method), data characteristics (type, age/flow,
volume) and primary objective (Table 1) [15, 16].

The development of the Internet and later on the connectivity coming from the
web has contributed in the increase of the volume and speed of data. Since the early
2000s, Internet and Web technologies have been offering unique data collection and

Table 1 Conventional and big data analytics

Conventional analytics Big data analytics
Analytics Descriptive, Predictive Predictive, Prescriptive
type
Analysis Hypothesis-based Machine learning
methods
Primary Internal decision support and Business processes driver and
objective performance management data-driven Products
Data type Structured and defined (formatted in Unstructured and undefined
rows & columns) (unstructured formats)
Data >24 h Static pool of data <Min Constant flow of data
age/flow
Data Tens of terabytes or less 100 terabytes to petabytes
volume
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analysis for enterprises. Web 1.0 systems enable enterprises to establish a web
presence and offer their products/services online interacting with their customers.
Web 2.0 systems, including the introduction of social media networks like Face-
book, provide enterprises more data with information about enterprises, products
and customers. The ongoing increase of mobile devices against the number of
computers introduced a new era of business analytics, including the analysis of
user-generated content by social media channels. Mobile devices have the capa-
bility to promote e.g. highly mobile, location-aware and person-centered processes
and transactions. Therefore, Data-driven decision making is on data coming from
all the sources of enterprises, while predictions and machine learning are based on
traditional data and new innovative sources like IoT and Al

Data analysis is the process of inspecting, cleaning, transforming and modeling
data gaining useful information for suggestions and support in decision-making. It
has multiple facets and approaches, encompassing diverse techniques under a
variety of names, in different business, science and social science schemes, while
“Big Data Analytics” refers to advanced analytic techniques, considering large and
various types of datasets to examine and extract knowledge from big data, con-
stituting a sub-process in gaining insights from big data process. Using advanced
technologies, Big Data Analytics (BDA) includes data management, open-source
programming like Hadoop, statistical analysis like sentiment and time-series anal-
ysis, visualization tools that help structure and connect data to uncover hidden
patterns, undiscovered correlations and other actionable insights.

The process of BDA is a resource for strategic decisions leading to significant
improvements in operations performance, new revenue streams and competitive-
ness against rivals. In that context, the process of getting insights from big data can
be divided into two phases: data management and data analysis. Data management
is related with the processes and technologies for data generation, storage, mining
and preparation for analysis, while data analysis refers to the methods and tech-
niques for analysis and interpretation of the insights coming from big data [17]
(Fig. 3).

Analytics can be divided into four categories, ranging from descriptive and
diagnostic analytics to the more advanced predictive and prescriptive analytics.

= Data Acquisition &

recording
Data * Extraction, cleaning i » Modelling & Analysis
s & Annotation Data Analytics
Management ! * |nterpretation
* Integration,
aggregation &

representation

— e

Fig. 3 Process of leveraging big data
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Descriptive analytics, based on historical and current data, is a significant
source of insights about what happened in the past and the correlations between
various determinants identifying patterns using statistical measures like mean, range
and standard deviation. Descriptive analytics using techniques like online analytical
processing (OLAP) exploits knowledge from the past experience to provide
answers in what’s happening in the organizations. Common examples of descrip-
tive analytics include data visualization, dashboards, reports, charts and graphs
presenting key metrics of enterprises including sales, orders, customers, financial
performance etc.

Diagnostic analytics based also in historical data provide insights about the
root-cause of some outcomes of the past. Thus, organizations can take better
decisions avoiding errors and negative results of the past.

Predictive analytics is about forecasting and providing an estimation for the
probability of a future result, defining opportunities or risks in the future. Using
various techniques including data mining, data modeling and machine learning, the
implementation of predictive analytics is significant for any organization’s segment.
One of the most known applications of that type of analytics is the prediction of
customer behavior, determining operations, marketing and preventing risk. Using
historical and other available data, predictive analytics are able to uncover patterns
and identify relationships in data that can be used for forecasting [17]. Predictive
analytics in the digital era is a significant weapon for organizations in the com-
petitive race. Therefore, organizations exploiting predictive analytics can identify
future trends and patterns, presenting innovative products/services and innovations
in their business models.

Prescriptive analytics provide a forecasting of the impact of future actions
before they are taken, answering “what might happen” as outcome of the organi-
zation’s actions. Therefore, the decision-making is improved taking under con-
sideration the prediction of future outcomes. Prescriptive analytics using high level
modeling tools is able to contribute remarkably to the performance and efficiency of
organizations, through smarter and faster decision with lower cost and risk and
identifying optimal solutions for resource allocation [18].

The advanced predictive and prescriptive analytics can play crucial role in
efficient strategic decision making dealing with significant problems of organiza-
tions like design and development of products/services, supply chain formation etc.
[19].

1.2.1 Big Data Analytics Applications

Nowadays, as the growing generation of available data is a recognized trend across
enterprises, countries and market segments, the majority of enterprises regardless
industry is collecting, storing and analyzing data in order to capture value. Digital
economy through the tremendous use of internet and digital services has trans-
formed almost all the industry sectors, including agriculture and manufacturing, to
more service-centered [20]. There are many and different sectors, like e-commerce,
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politics, science & technology, health, government services etc., where big data
analytics are applied. Data-driven companies from various industries clarify the
power of big data, making more accurate predictions leading on better decisions.

The large streams of data generated everyday need better infrastructures in order
to be captured, stored and analyzed. A market with a wide supply of new products
and tools designed to cover all the needs of big data has been created and it is
developing rapidly [21]. There is a wide variety of analytic tools that can be used to
perform BDA, among others on the basis of SQL queries, statistical analysis, data
mining, fast clustering, natural language processing, text analytics, data visualiza-
tion and artificial intelligence (AI). These techniques and tools provide easily and
rapidly exploitation of big data.

The knowledge derived from exploitation of big data provides enterprises added
value through new ways of productivity, growth, innovation and consumer surplus
[7], thus big data becomes a major determinant of competitiveness and enterprises
are in need of data analysis capacity to exploit the full potential of data.

Enterprises that learn to capitalize big data utilizing real-time information
coming from various sources like sensors, connected devices etc. can understand in
more detail their environment and define new trends, create new and innovative
products/services, respond quickly in changes and optimize their marketing actions.
The leverage of big data is able to contribute to the efficient resources’ allocation
and supervision, waste reduction, facilitation of new insights and higher level of
transparency in different sections of enterprises from production to sales.

Therefore, BDA applications in almost every business sector exist. Applications
also in politics and e-government, science and technology, security and safety,
smart health and well-being exist [3]. In addition, there are plenty and various types
of big data applications among enterprises and industry sectors. BDA can be
employed in e-commerce and marketing applications like online advertising and
cross-selling, while it helps enterprises to analyze customer behavior in shaping
360-degree customer profile for implementation of targeted and optimized mar-
keting actions to impact customer acquisition and satisfaction. It offers better
understanding of customers’ behavior and preferences and thus improve customer
service.

Some examples of the ways BDA are exploited showing the significance of
analytics in various themes [22]:

Marketing Market Recommendation Customer Retention Customer
basket systems Intelligence modeling churn
analysis prediction

Processes Supply Demand and Business HR
chain supply forecasting | Processes analytics
analytics analytics

Government Fraud Terrorism Tax Cost Social
detection Detection avoidance reduction security

(continued)
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(continued)

Risk Credit Market risk Fraud

Management | risk modeling detection
modeling

Web and Web Social media Multivariate

Social media | analytics analytics testing

Enterprises and organizations collect large amounts of security-relevant data
such as software application events, network events, people’s action events. The
generation of data coming from these actions are increasing rapidly per day as
organizations enable logging in more sources, running more software programs,
have more working employees and move to cloud solutions. Unfortunately, the
volume and variety of security data quickly become overwhelming and existing
analytical techniques cannot work efficiently and trustworthily. BDA applications
become part of security management and monitoring, since it contributes to
cleaning, preparation and analysis of various complex and heterogeneous datasets
efficiently [23]. One of the most common uses of BDA is fraud detection, thus
financial institutions, governments and phone companies use big data technologies
to eliminate risk and enhance their efficacy.

In addition, BDA is widely applied in supply chain and logistics operations
playing a significant role in developing supply chain strategies and supply chain
operations management. BDA can support decision making through the under-
standing of changes of marketing conditions, identification of supply chain risks
and exploiting supply chain capabilities to model innovative supply chain strate-
gies, thereby improving the flexibility and profitability of supply chain. BDA
contributes also in decision making at operational level, since it measures and
analyses supply chain performance taking into account demand planning, supplies,
production, inventory and logistics. It thus improves efficiency of operations,
measures supply chain performance, reduces process alterability and contributes to
the implementation of the best supply chain strategies at operational level [24].

Talking about digital and data-driven enterprises, the firsts coming in mind are
Google, Amazon, Apple and Facebook. Amazon that was born digital, exploited
big data achieving to disrupt traditional book market and became the leader in
digital shopping. Another example of a famous born-digital firm is Google that
harness data from engine search to digital marketing in order to provide and per-
sonalize search to its users, while Google and Facebook collect data providing
opportunities for personalized and customized marketing.

Nevertheless, traditional non-technological enterprises are also attempting to
gain data-driven benefits. General Electric (GE) has developed a cloud-based
platform for Industrial Internet application named “Predix” that provides real-time
insights for engineers to schedule maintenance checks, improves machine efficiency
and reduces downtime. GE this way provided new service value propositions in the
conservative market of the oil and gas industry, while it faces its most pressing
challenges: improving assets and operations productivity and eliminating the cost of
tacit knowledge from aging workforce [25].
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Walmart and other major retailers using BDA in the entire business process,
from supply-chain management to marketing, gained benefits from data. Applica-
tions of BDA are everywhere and not only in digital sectors, but also in no
web-based sectors including manufacturing, agriculture, health care, energy, trav-
eling and others. In healthcare sectors, various applications of BDA exist, from
quality of treatment services and cost efficiency of hospitals to improvement and
predictions of patient health condition. In traveling and retail, BDA applications are
able to provide customer intelligence through web and social media analytics, thus
enterprises can offer personalized products/services. Additionally, in energy man-
agement the majority of the enterprises use data analytics to track and control
devices achieving a more efficient energy management without services deviation.

1.2.2 Big Data Analytics Prospects

Analytics in decision making procedure is not something new, since business
analytics appeared as early as in the mid1950s—Analytics 1.0 era—with the advent
of tools that were able to generate and capture larger amounts of data in enterprises
data warehouses and discover patterns more quickly than human minds with
business intelligence tools. In that first era, managers gained a data-based com-
prehension going beyond intuition in decision making. Until mid-2000s, the rapid
growth of data generation and the arrival of big data have signaled a new era—
Analytics 2.0—where enterprises have the opportunity to leverage that data with
new more powerful tools. The need of new innovative technologies appeared and
enterprises moved quickly to acquire the necessary capabilities and knowledge for
gaining insights from big data, with the major difference between eras being in
skills required for data analysis [26]. In the next era, analytics is an integral part of
enterprises supporting decision making and enterprises move to creation of
analytics-based products/services. Moving ahead, the next era—Analytics 3.0 or
“data economy”—is characterized by the tremendous increase of data generation
coming from the growth of Internet of Things (IoT) with 8.4 billions connected
devices in 2017 globally and 20.4 billion by 2020 [27].

The most recent era—Analytics 4.0—includes cognitive technologies including
machine learning, where actions and decision making are shifted to augmentation
with dynamic machine automation. The main characteristics of all these eras are
appeared in Fig. 4 [28].

In the current era of analytics, the emerging new technologies will increase the
generation of data, thus enterprises and organizations have to face up technical
challenges in order to have access to more and better data. The worldwide revenues
of big data and business analytics (BDA) will be more than $203 billion in 2020
and banking, manufacturing, government and professional services will be the top
industries in BDA investments according to International Data Corporation
(IDC) [29].

Therefore, enterprises should focus on capturing value from data using analytical
techniques and tools. BDA can help enterprises to examine trends and discover new
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Fig. 4 The evolution of analytics eras

ones for gaining competitive advantage, introducing new and improved products.
Among others, data visualization and process simulation, text and voice analytics,
social media analysis, predictive and prescriptive techniques can provide valuable
knowledge to enterprises, while they are able to make insights more transparent and
impact any enterprise’s section.

Data science and big data technologies—techniques promote data-driven deci-
sion making and thus contribute in better enterprise’s performance, since the ulti-
mate goal of data science is the improvement of decision making. Therefore,
whether organizations couldn’t capture value from applying data-driven decision
making as their strategy, they have failed [4]. There is evidence that data-driven
decision making contributes significantly and positively to enterprise’s performance
in terms of productivity and profitability [30]. Data-driven approach can provide
great opportunities for gaining competitive advantage, as measuring and managing
more precisely business analytics can enable organizations to make better predic-
tions and smarter decisions also to target more-effective interventions [13].

Moving to a whole new era in data analytics, organizations and enterprises are
exploring new innovative strategies and techniques to remain competitive in their
market. Using BDA help them to introduce new and/or improved products/services,
manage more efficiently their supply chains and processes, eliminate risk through
fraud detection and security improvement and exploit customer intelligence.
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Applications of BDA can provide several advantages in organizations and
enterprises that have an efficient data-driven approach. Big data analysis is able to
provide in-depth knowledge about the different departments of an organization and
thus using big data analytics for prediction making will contribute to increased
performance and higher returns on investments with lower cost and risk, while more
transparency is achieved.

Some of the prospects of big data analytics are:

Gaining insights from big data analytics of all the departments of an organization to
develop a comprehensive business strategy, or the entire organization. This strategy
will be able to contribute to higher level of productivity and efficiency, within the
departments, but also in the whole organization with cost reduction and elimination
of processes.

Organizations will exploit more artificial intelligence (AI) technologies that are
able to reinvent organizations in various ways. However, organizations should
develop automations and structured analytics, before they move on the adoption of
advanced Al The integration of structured and unstructured data analytics with Al
systems makes it possible to examine, explain and predict customer preferences and
behavior [31].

Data-driven innovation (DDI) relying on the knowledge-based capital, refers to
innovations arising from data-driven decision processes [2] that lead to the dis-
covery of new and disruptive business models, the enhancement of customer
intelligence [32] and the introduction of new/improved products or services. The
potential of data-driven innovation big data in UK private and public sector busi-
nesses will lead to £24.1 billion contribution to UK economy during
2012-2017 [11].

Real- time analytics is a big trend that enterprises need to pay attention at in the
near future. Despite the challenges and issues that are addressed, it is proven that
analytics-driven management has significant implications on enterprises, whether
they are looking for growth, efficiency or competitive differentiation. Therefore, Big
data analytics have seemingly unlimited potential to help an enterprise to grow and
reveal its data potential.

The rapid growth of the demand for data analytics in combination with the lack
of talent lead on collaborations and initiatives between academia and industry in
order to bridge the talent gap. In that context, many universities are preparing and
starting academic courses related with data science. In addition, companies real-
izing the potential of big data, provide training to their employees. Recently
AirBnB started its own internal university called “Data University” to democratize
data science and help to drive data-informed decision making.

There are different expectations from enterprises regarding big data analytics.
Organizational leaders want to exploit analytics to be smarter and innovative like
never before, while senior executives want to use data-driven decision making for
their efficient operations [33]. Managers using a data-driven decision system (DSS),
have access to historical and new data supporting them to gain insights for orga-
nization processes and resources’ performance. DDS are significant not only for
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global organizations but also for small and medium organizations that can exploit
them to their benefit [10].

1.2.3 Big Data Analytics Challenges and Barriers

The major challenges in adopting big data analytics from enterprises are more
managerial and cultural than associated with data and technology, while the main
barriers are the lack of comprehension of how to utilize big data analytics to
enhance the business and the lack of management spectrum from competing pri-
orities [33]. Studies among different industry sectors indicate that organizations use
less than half of their structured data in decision making process, while less than 1%
of their unstructured data is analyzed or exploited, 70% of employees have access to
data they should not and 80% of analysts’ time is to discover and prepare data [34].

Leadership. According to management challenges, enterprises that achieve to be
successful in the data-driven era have leadership teams that determine aims,
modulate achievements and ask the right questions to be answered by data insights.
Despite its technological approach, the power of big data cannot be exploited
without vision or human insight. Therefore, leaders of enterprises with vision and
ability of revealing the future trends and opportunities, will have the ability to act
innovative, motivate their teams work efficiently to achieve their targets.

Talent management. Enterprises in order to leverage data through big data ana-
lytics need human capital with high level of technical skills to use and exploit these
systems in order to achieve exploitable knowledge for end users, mainly C-suite.
People’s specific skills include statistics, big data mining, master visualization tools,
business oriented mindset and machine learning. These are required to get valuable
insights from big data contributing in decision making procedure [13]. However,
these people (data scientists, data analysts etc.) are extremely difficult to be found
and thus demand for them is high. There is a challenge in finding data scientists
with skills both in analytics and in domain knowledge. In general, there are existing
fewer data scientists than needed [35].

Decision making procedure. In efficient enterprises, decision makers and
knowledge derived from data exploitation are in the same place. Nonetheless, it is
difficult for decision makers to handle huge amounts of data. Therefore, there is
need of decision-makers having problem-solving skills and the ability to provide
answers to problems with the right data or cooperation of different people in
problem solving through leveraging big data [13].

Decision making Quality. The quality of decision making adopting a data-driven
approach is a significant factor for taking advantage of the possibilities that big data
analytics are offering. In that context, ensuring decision making quality is correlated
with factors like data quality of big data sources, big data analytics capabilities, staff
and decision-maker quality [36]. The accuracy of big data sources is significant in
providing high value in decision making eliminating wrong actions, while big data
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analytics capabilities are related with the utilization of the right techniques and tools
from specialists with knowledge of big data analytics.

Data-driven culture. Another significant challenge for adopting data-driven
approach is enterprise culture. The basis in obtaining data-driven culture is the
capabilities to quickly condense, analyze and distribute crucial business information
to decision makers. That basis is extremely significant for enhancement of business
performance, while development and improvement of that capabilities empower
enterprises leading to improvements in all business segments and higher returns on
investments. In that context, enterprises have to adopt data-driven decision making
in all issues and stop acting solely on hunches and instinct. Therefore, management
must fully understand the significance of getting insights from data exploitation. In
addition, for a data-driven enterprise, people who are involved in the process of
data-driven decision making need to meet some requirements. Managers should be
able to manage efficient data-analytics teams and projects, while marketers should
be able to understand metrics and analytics in order to manage efficiently marketing
activities.

New technology utilization. Many enterprises conceiving the power of data, have
developed technology skills in business intelligence and/or data warehousing, but
technologies of big data analytics are different and new. Therefore, enterprises have
to utilize techniques and technologies that are available in order to capture value
from big data. As these technologies are evolving rapidly, IT departments should be
able to develop their capacity and be up to dated to that ongoing innovation. For
instance, problems will emerge when database software does not support big data
analytics options.

Data privacy. The collection of data is considered to be deeply suspicious by many
people. For them, big data is an invasion of their privacy. Marketers are struggling
with consumers’ perception of data, as the 71% of them believe that brands with
access to their personal data are using it unethically, while the 58% of them have not
used any digital service due to privacy concerns that lead to decision-making about
the applications they download, the email addresses they share and the social media
sites to use in order to connect to other websites [37]. Therefore, enterprises need to
use safeguards in order to ensure that data are not used to violate the customers’
personal privacy [7]. In that direction, data policies including privacy, security,
intellectual property and liability issues, should be addressed in order to exploit big
data value.

2 Conclusions

The growth of Internet with the beginning of Web 2.0 era enabled companies
getting access to big amounts of data easier and cheaper, while the opportunities for
external data collection have even increased with the appearance of the Web 3.0.
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Enterprises and organizations from all sectors began to focus on data exploitation
for gaining competitive advantage.

Nowadays, the big data era has quietly settled down on almost every company,
because they realized that data-driven decisions tend to be better and more accurate
decisions. However, that many companies in several industries are applying busi-
ness analytics including big data analytics, it doesn’t mean that they all take benefit
from it by getting valuable insights and real business value from the available data.

Becoming a data-driven company is more than using analytical techniques and
tools. The companies need to hire people equipped with systematic thinking to
promote the success in data-driven decision making. Success in the data-oriented
business environment today includes being able to think data-analytically. Since the
amount of data is continuously growing, domain knowledge and analysis can’t be
considered as separate areas. Both academic and applied professionals of the
companies are expected to have the analytical skills and to understand business
processes.

Employees, who don’t have the basic understanding of data-analytic thinking, do
not really know how the business of an organization is working. If they are able to
understand the process and its steps, it will be easier for them to find suitable
solutions for the weaknesses of the concerning process step. But to be able to
perform data-driven, organizations have to face some challenges, both managerial
and technical.

Big data is not just about data volume, but also about variety and velocity. Big
data analytics have the ability to help enterprises understanding their business
environments, their customers’ behavior and needs and their competitors’ activities.
Thanks to big data analytics enterprises are able to form their products and actions
in order to fulfill customers’ needs and innovate against rivals through better pre-
dictions and smarter decisions on basis of evidence instead of intuition. Organi-
zations that achieve to manage the challenges and adopt a data-driven culture, they
can expect good prospects. There is strong evidence that business performance can
be improved via data-driven decision making, big data technologies analytical tools
and techniques on big data. As more companies learn the essential skills of using
big data and how to engage with current technologies, which are continuously
developing, may soon stand out from their competitors and have a decisive com-
petitive advantage.
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Levering Mobile Cloud Computing
for Mobile Big Data Analytics

Yongxin Liu and Houbing Song

Abstract Mobile devices are becoming an indispensable tool for daily life and a
considerable number of services are delivered via mobile devices. However, the
capacity of mobile devices is constrained for complex interactive and computation-
ally intensive applications (such as Siri on iOS), and therefore, cloud computing
is needed to improve user experience. This results in mobile cloud computing. In
this chapter, we first review the architectures of popular cloud computing platforms
used in enterprise level application scenarios, then we present the requirements and
challenges of cloud computing enabled service oriented intelligent mobile applica-
tions. After analyzing those challenges on both client side and cloud architecture, we
propose the cloud computing architecture for mobile big data analytics and present
several application cases.

1 Introduction

In this chapter, we will address several closely related concepts, i.e., cloud comput-
ing, mobile cloud computing, and mobile big data. The relationship among these
three concepts is given in Fig. 1. As shown in Fig. 1, mobile cloud computing and
general cloud computing, are closely related, since both mobile cloud computing
and cloud computing are solutions of mobile big data collection, processing, and
customized service delivery. Big data provide users with the ability to get insights
and discover knowledge from the ocean of data while cloud computing provides the
necessary engine.
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Fig.1 Relationship among three concepts in this chapter

Mobile big data mining and harvesting is an application paradigm for mobile
cloud computing. However, the mobile cloud computing must be specially enhanced
from architectures to services for delivering services over resource-constrained
mobile devices. With the help of mobile cloud computing, the functionalities of our
mobile devices have been significantly enhanced.

The objective of this chapter is to present the opportunities and challenges of
applying mobile cloud computing in mobile big data analytics. This chapter is orga-
nized as follows: we first provide an overview of general cloud computing applica-
tion paradigm and its service models along with a logical architecture in Sect. 2. The
key technologies of cloud computing, i.e., virtualization and middleware, are pre-
sented in Sect. 2.1 and Sect. 2.2, respectively. In Sect. 3, we introduce the challenges
(Sect. 3.1) and feasible solutions (Sect. 3.2) for using cloud computing platform to
provide service and enhance functionality for mobile devices. The application frame-
work of mobile big data analytics is presented in Sect. 4.

2 An Overview of General Cloud Computing

Cloud computing is an emerging field in information technology that moves comput-
ing and data away from desktop and portable PCs into large data centers. Pervasive
cloud computing is the antecedent of mobile cloud computing. The word cloud is a
metaphor for describing the Web as a space where operating systems [26], applica-
tions, storage, data, and processing capacity all have been preinstalled and exist as a
service, ready to be shared among users.

The main objective of cloud computing is to make better use of online resources
and solve large-scale computation problems [10] (e.g. big data mining). An example
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Fig.2 An overview of cloud computing service

for cloud computing application is illustrated in Fig. 2. Cloud computing enhances
the capacity of distributed computers to solve large scale computation problems [26],
likewise, resources in the cloud provide transparent resource accessibility to a large
number of users who do not need to know their exact locations and specifications
[14]. In this scheme, on one hand, cloud applications and data are accessible to
authenticated users from anywhere at any time. On the other hand, cloud computing
providers offer their “services” in various forms.

According to the National Institute of Standards and Technology (NIST), three
standard models are defined, i.e., Platform as a Service (PaaS), Infrastructure as
a Service (IaaS) and Software as a Service (SaaS) [11, 20, 22]. These cloud ser-
vice models are explained as follows (their hierarchical relationship is illustrated in
Fig. 3).

« Infrastructure as a Service (IaaS). Examples include Flexiscale and Amazon’s
EC2. The service is usually provided in the form of virtualized PC (also called
node) where the consumer is able to deploy and run arbitrary software, which can
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include operating systems and applications. Consumers do not manage or control
the underlying cloud infrastructure but have full control over the virtualized oper-
ating systems, networking components (e.g., host firewalls), storage, and their own
applications.

« Platform as a service (PaaS). Examples include Google’s Apps Engine, Sales-
force.com, Force platform, and Microsoft Azure. In this mode cloud providers
deliver a computing platform, which typically includes operating system,
programming-language execution environment, database, and web server for end
users. In such environments, users develop, run, and manage applications without
the complexity of building and maintaining the infrastructure typically associated
with hardware and low level operation system APIs.

« Software as a Service (SaaS). Examples include Google Docs, Gmail, Sales-
force.com, and Online Payroll. This mode enables users to access providers’ appli-
cations running on a cloud infrastructure. The applications are accessible from
various client devices through either web browser (e.g., web-based email), or a
program interface (e.g., navigation service). The consumer does not manage or
control the underlying cloud infrastructure including network, servers, operating
systems, storage, or even individual application capabilities, but sends requests
and receives responses from the cloud.

In Fig. 3 we can find that there are two supporting layers in cloud computing archi-
tecture, i.e., virtualization and application middleware, respectively. A principle of
TaaS is that virtualization layer allows one physical server to run several individual
computing environments [8]. In practice, it resembles multiple servers for each phys-
ical server user. In other words, cloud providers have large data centers which consist
of servers to power their cloud offerings, but they cannot devote a single server to
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each customer [10, 37]. Likewise, application middleware encapsulates the details
of virtual nodes and provides higher level developers a unified interface for deploy-
ing elastic services. These two supporting layers are discussed in the following two
sections.

2.1 Virtualization Framework

An overview of virtualization architecture for cloud computing is illustrated in Fig. 4.
This architecture can be divided into three layers.

o Computing and networking infrastructures. In this layer, physical servers are
connected with high speed network, at the same time hypervisor operating system
(e.g. ESX by VMWare or XenSever by Citrix) is installed to manipulate the hard-
ware and network interface on each physical server node. The specialized oper-
ation system runs on “bare metal” with its own kernel and provides components
for virtualization [8].

» Resource pooling and management. In this layer, resource pooling server aggre-
gates resources from individual physical servers and provides unified management
interfaces (e.g. XenCenter by Citrix or vCenter by VMWare) for clients to allocate
resources and install operation system for virtual PCs [9]. On the other hand, this
resource pooling server collaborates with physical severs to achieve the function-
ality of individual PCs. In some circumstances, where there is only one physical
server, resource pooling sever and management client are combined.

 Virtual nodes and network. This layer consist of virtual machines simulated
by resource pooling server and virtual networks connecting them. Those virtual
machines are real objects providing specific services. It’s notable that, network
virtualization has played an important role in facilitating the flexibility in topol-
ogy of these virtual nodes [13]. Thus, cloud providers can provide users with a
cluster of nodes along with desired networking structure.

The virtualization of physical infrastructure stimulates and provides a consolidated
foundation for IaaS, where users interact with the seamlessly simulated virtual nodes
rather than the low level hypervisory systems [24].

For certain purposes, specialized hardware, such as Graphical Processing Unit
(GPU) can be installed in physical servers from which they can be specially allocated
to virtual nodes enabling the parallel computing capacity.

2.2 Middlewares

In cloud computating, middleware refers to the software framework that connects
service resource to the application. In many cases, middleware is a major concept of
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PaaS that provides users with an encapsulated environment with unified program-
ming interfaces.

Although cloud service providers and subscribers have developed various service
oriented middlewares for their applications, traditional middlewares for data manip-
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ulation are inadequate for the era of mobile big data. For big data processing, spe-
cially for manipulating unstructured data from mobile devices and Internet of Things
(IoT), advanced and versatile middlewares are needed to efficiently organize virtu-
alized and even distributed resources (IaaS) to provide subscribers with unified API
development and management interfaces. In this manner, the role of middleware for
big data processing in cloud resembles a combination of API libraries and resource
scheduling engines. In the following subsection, two state-of-art middlewares for
cloud based big data storage, management and processing, i.e., Hadoop and Spark,
are introduced respectively.

2.2.1 Hadoop

The Apache Hadoop software library is a framework that allows for the distributed
processing of large data sets across clusters of computers using simple programming
models [2]. The core of Apache Hadoop consists of two major abstractions: a storage
part, known as Hadoop Distributed File System (HDFS), and a processing part called
MapReduce programming model.

HDEFS: The Hadoop Distributed File System (HDFS) is a distributed file system
designed to run on commodity hardware [3]. It is similar to existing distributed file
systems. However, the differences from other distributed file systems are significant.
HDFS is highly fault-tolerant and is designed to be deployed on low-cost hardware.
HDFS provides high throughput access to application data and is suitable for appli-
cations that have large data sets.
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A brief architecture of HDFS is given in Fig.5. HDFS consists of two types
of nodes, namely, a NameNode called master and several DataNoes called slaves.
HDFS can also include secondary NameNodes. The NameNode manages the hier-
archy of file systems and directory namespace (i.e., metadata). File systems are pre-
sented in the form of NameNode that registers attributes, such as access time, modi-
fication, permission, and disk space quotas. The file content is split into large blocks
(in the figure, the client’s file is split into 3 blocks), and each block of the file is inde-
pendently replicated across DataNoes for redundancy. This approach takes advan-
tage of data locality, where nodes, in most of the processing period, manipulate the
data within their vicinity. The feature of data locality reduces the dependence on
high speed network for information exchange as in conventional parallel computing
architectures.

MapReduce: MapReduce is a programming model and an associated implementa-
tion for processing and generating big data sets with a parallel, distributed algorithm
on a cluster (a group of computers) [6]. Processing can occur on data stored either
in a filesystem (unstructured) or in a database (structured). MapReduce can take
advantage of the locality of data, processing it near the place it is stored in order to
minimize communication overhead.

The logical architecture of MapReduce along with HDFS is given in Fig. 6.
MapReduce engine relies on the HDFS, which consists of one JobTracker, to which
client applications submit MapReduce jobs. The JobTracker pushes work to avail-
able TaskTracker nodes in the cluster, striving to keep the work as close to the data
as possible. With a rack-aware file system, the JobTracker knows which node con-
tains the data, and which other machines are nearby. If the work cannot be hosted on
the actual node where the data resides, priority is given to nodes in the same rack.
This reduces network traffic on the main backbone network. If a TaskTracker fails
or times out, that part of the job is rescheduled.

In most cases, using MapReduce, programmers are required to specify two func-
tions only: the map function (mapper) and the reduce function (reducer), respectively
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[17]. To illustrate the mechanism of MapReduce, we suppose an application scenario
where we want to calculate the occurrence frequency of each word within one mil-
lion articles. In this scenario, these articles have been merged into text blocks and
stored in DataNodes. The MapReduce based application then works in the following
manner:

1. Map: Each slave node counts the occurence frequency of words within the text
block in its memory and generates an intermediate word count table. The master
node ensures that only one copy of redundant text blocks is processed.

2. Shuffle: Reschedule the work load for merging the intermediate word count table
generated by each node, e.g. words starting with letter a to e may be assigned to
node 1, likewise, words starting with £ to h can be assigned to node 2.

3. Reduce: Corresponding proportion of intermediate word count table is transmit-
ted and processed to generate the overall statistic of word count. In this scenario,
the overall count of words starting with letter a to e are derived by node 1 whilst
node 2 provides the overall count of words starting with letter £ to h. Finally, the
master node collects the output results of each slave node and merges into our
overall word count table.

Although HDFS and MapReduce are most critical components of Hadoop, several
other current open-source Apache projects are related to the Hadoop ecosystem.
These components can greatly boost the users to implement certain SaaS applica-
tions. It’s also notable that all the modules in Hadoop are designed with a funda-
mental assumption that hardware failures are common occurrences and should be
automatically handled by the framework [33, 40].

2.2.2 Spark

Compared with Hadoop, Spark is regarded as a more accessible, powerful and capa-
ble big data tool for tackling various big data challenges, because Spark enables
applications in Hadoop clusters to run up to 10 times faster either in memory and on
disk [27, 31]. Spark runs on top of existing HDFS to provide enhanced and additional
functionalities, and therefore it is considered as a powerful complement to Hadoop.
The architecture of Apache Spark is based on two main abstractions: Resilient Dis-
tributed Datasets (RDD) and Directed Acyclic Graph (DAG).

RDD: Resilient Distributed Datasets (RDDs) are collection of data blocks that are
splitinto read-only partitions and can be stored in-memory on workers nodes (similar
to the slave nodes in Hadoop cluster) of the spark cluster. In terms of datasets, apache
spark supports two types of RDDs: Hadoop Datasets which are created from the
files stored on HDFS and parallelized collections which are based on existing Scala
collections. Spark RDDs support two different types of operations: Transformations
and Actions. Transformations don’t return a single value, since RDDs are immutable.
The transformation functions just reads in an RDD and return a new RDD. An Action
operation evaluates and returns a new value. When an Action function is called on a



30 Y. Liu and H. Song

RDD object, all the data processing queries are computed at that time and the result
value is returned [36].

DAG: Directed Acyclic Graph (DAG) is a sequence of computations performed on
data represented as graph, in which each node is an RDD partition and edge is a
transformation on top of data. The DAG abstraction helps eliminate the Hadoop
MapReduce multi-stage execution model and provides performance enhancements.
In conventional hadoop platforms, when dealing with complicated tasks, developers
have to connect together a series of MapReduce jobs and execute them in sequence.
Each of those jobs is of high-latency. The job output data between each step has to
be stored in the HDFS before other procedures can begin. The feature of DAG as
well as the RDD, on one hand, replace the disk IO with in-memory operations and
supports in-memory data sharing across DAGs, so that different jobs can work with
the same data enabling complex work flows [15].

Spark is highly compatible with the Hadoop cluster. However, the logical defini-
tions of nodes are slightly different although both Hadoop and Spark cluster follow a
master-slaver hierarchy. An overview of Spark architecture over HDFS is illustrated
in Fig. 7. In Fig. 7, the architecture consists of three type of nodes: master, slave, and
resource manager. In small clusters, resource manager and master are combined.
HDFS is deployed in the cluster, and the Spark’s master node within this cluster
can be the NameNode of Hadoop. When a task is submitted to the master node, the
following steps are executed:

1. When task driver submits a task, it sends the request to the resource manager.
2. Resource manager checks data locality and finds the best available slave nodes
for task scheduling.
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3. The task is splitinto different stages based on data locality and resources. Detailed
information of the task is sent to slave nodes by the task driver in master node.

4. Task driver keeps track of currently executing task and updates the job monitoring
status on master node.

5. Once the task is completed, all the nodes share the aggregated results to the master
node.

Nowadays in big data processing applications, specially for mobile big data ana-
Iytics [1], the fusion of Hadoop and Spark is regarded as an optimal solution.

3 Challenges and Solutions of Mobile Cloud Computing

Mobile devices have become an indispensable tool of daily life. Delivering services
and gathering information through mobile devices have also become an inevitable
trend in the era of mobile Internet. However, the capacity of mobile devices is
constrained where rich media and computationally intensive applications can not
be carried out by mobile terminals directly. Hence, as shown in Fig. 1, the cloud
computing services with full capacity is considered as a powerful complement to
resource-constrained mobile devices to alleviate their burden from heavy load tasks
and deliver optimum experience [16, 34]. This scheme has led to the emergence of
a Mobile Cloud Computing (MCC). MCC is the combination of cloud computing,
mobile computing and wireless networks. The ultimate goal of MCC is to enable the
execution of rich mobile applications on capacity limited mobile devices [12].

In this section, we first present the challenges of mobile cloud computing. Then,
we introduce solutions for tackling such challenges using enhanced cloud computing
infrastructure.

3.1 Challenges

Smartphones have been improved in various aspects such as capability of processor,
storage, wireless connectivity and sensory integration. There are still apparent bot-
tlenecks for developing and deploying complicated applications on mobile devices.
For instance, 3D and Argumented Reality games may require intense GPU assisted
computation which may quickly exhaust the power of batteries. Although MCC is
a feasible solution for such resource intensive applications, several challenges exist,
resulting in the application development and deployment on mobile devices more
complicated than on the desktop cloud clients.

« Elasticity: With the increase in the number of mobile users, cloud providers may
encounter the phenomenon that in peak period, the amount of service requests
may exceed the capacity of their computation resource while in valley period,
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their resources are far beyond abundance. This scenario may require automatic
scheduling of virtual machines (VMs) to achieve the elasticity of services [28].
Wireless connectivity: Wireless networks are supposed to be bandwidth-saving,
less-reliable compared with the wired networks. Establishing and maintaining
seamless connectivity between mobile MCC users and clouds in a wireless chan-
nel with various ISP and protocols are difficult [19]. For instance, mobile terminals
have to re-establish their connections due to their roaming, resulting in disconnec-
tions of sessions. Hence, the quality of cloud computing services can be signifi-
cantly degraded. On the other hand, the over crowded wireless channel or signal
interference may even disable the access for cloud computing services.

Network latency: Latency impacts the energy efficiency and user experience of
cloud-mobile applications by causing delays. Especially in cellular networks, the
capacity of cellular base stations, shadowing effect of buildings, and channel infer-
ence can all become possible causes of the latency of MCC connections [18]. On
the other hand, there will be bottlenecks if mobile applications have to establish
long distance connections to the remote cloud servers through the Wide Area Net-
works (WAN) where latency is an ineligible aspect. To reduce interaction latency,
solutions such as Cloudlet have been proposed.

Battery duration: The purpose of cloud computing is to enable resource-
constrained mobile devices to deliver computational density services, however, the
frequent service requests from wireless networks and inquiries for response from
cloud may in contrast become a major source of power consumption, specially
for communication network with low QoS. Therefore, it’s important to eliminate
the abuse of cloud services, in other words, the mobile devices and cloud should
collaborate to provide users with better services.

Privacy: Mobile devices are closely related to users’ daily life. Information secu-
rity and user privacy must be addressed when user related information is processed
and transmitted through wireless networks. For instance, from a users’ location
itineraries, data scientists can easily mine their home and work location or other
sensitive information [21, 38].

To wrap up, the major challenges for introducing cloud computing to enhance
the functionality of mobile devices are: (a) the latency caused by communication
networks or resource inadequacy of cloud providers; (b) Extra power consumption
of mobile devices caused either by communication latency or response latency.

3.2 Solutions

In this section, we present the solutions to address the challenges of mobile cloud
computing identified in the last subsection and provide an overview of the state-of-
art architectures for mobile cloud computing.

¢ CloudLet: In conventional scenarios, mobile devices obtain services from a

remote cloud infrastructure. In such process, mobile devices usually access the
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wide area network via WiFi access points (APs) or cellular networks where, as
discussed in previous subsection, issues such as latency, connectivity may occur,
degrading users experience. To mitigate this problem, a series of dedicated high
speed networks connected cloud servers are distributed in the vicinity of poten-
tial users [30], and therefore, low latency can easily be achieved because there are
less packet forwarding in congested backbone networks. However, the deployment
of Cloudlet is not so straightforward. Service providers need to balance the cost
of subscribing spatially separated server infrastructure, the expense of data traffic
between remote servers and the profit they can obtain from mobile users. A possi-
ble solution is to use data driven approaches to derive mobile users’ locations and
preference so as to optimize the distribution of either CloudLet infrastructures and
distribution of contents iteratively [5].

e 5G Networks: In the paradigm of 5G networks, the users’ handover is the key
component, where users’ mobility is provisioned and traffic flow is moved to the
next point of attachment [23], i.e. the next base station, with no handover request
from the mobile devices. This may boost the development of mobile cloud com-
puting with better connectivity.

o Dynamic partitioning: Partitioning technology is introduced to automatically
decompose applications to mobile devices and cloud servers so that they can be
processed optimally. In the current stage, most partitioning strategies try to dis-
tribute applications either to mobile devices and cloud servers without an applica-
tion controller or a user interface [35, 39]. In this paradigm, the capacity of cloud
services is considered to be limited, and therefore, applications may automatically
coordinate with remote cloud servers and assess the quality of user experience and
decide whether to execute tasks remotely or locally. By using dynamic partition-
ing, we may reduce the burden of mobile cloud servers by collaborating mobile
devices with redundant capacities.

» Access authorization: Customized services along with precision decision making
rely on highly sensitive data, such as location, contact list or physiological sensory
data. This type of data could bring unpredictable harms to mobile users if it is used
inappropriately [7]. Therefore, it’s necessary for mobile operating systems to block
unauthorized access for sensitive data in any case. On the other hand, users should
be aware of either data security or misappropriation usage.

Based on these solutions, the architecture of mobile cloud computing is depicted
in Fig. 8. The MCC uses Cloudlet to send requests and deliver services to mobile
users while the center cloud service is responsible for resource management and
service deployment. It’s notable that Cloudlets and center cloud infrastructure are
connected by dedicated network (e.g. VPN). The architecture of single Cloudlet or
center cloud are similar to ordinary cloud computing platforms.
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4 Application Framework of Mobile Big Data Analytics

As illustrated in the concept diagram (Fig. 1) of this chapter, mobile big data analyt-
ics is an important application scenario of cloud computing. A general framework
for big data and mobile big data analytics is illustrated in Fig. 9. By using Internet
infrastructure in interconnection layer, mobile big data and other sources of data are
sent to the data management layer, where the cloud infrastructure (e.g. HDFS, high
capacity servers) are deployed. In this layer, data is divided in two types: the struc-
tured data (e.g. data tables) and unstructured data (e.g. sounds, videos). The above
layer is the cloud computation layer, where data are analyzed using a series of meth-
ods as depicted. Finally, knowledge and patterns from data mining are applied for
service support and future strategy optimization.

In the following subsection, several application cases for mobile big data analytics
are introduced.

4.1 Case Study: Smart Recommendation

Accurate recommendation is difficult in many aspects due to the lack of preference
information of their customers. Recommendation systems can benefit from the inte-
gration of mobile big data and context-aware data mining techniques. An example
is provided by Sun et al. in [29]. They proposed a case study of IoT and big data
analytics for smart tourism and sustainable cultural heritage in the city of Trento,
Italy. Their system, called TreSight, integrated wearable sensors, open data, and par-
ticipatory sensing enhances the services in the area of tourism and cultural heritage
with a context-aware recommendation system.

The target users are cities that want to offer innovative services for citizens and
visitors in a cost effective way such as cultural heritage, tourism-related companies
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that want to promote themselves (hotels, museums, bars, restaurants, etc.) adding
their advertisements, promotion codes, coupons etc. in the mobile app that will be
offered to the users for the recommendation system.

Their solution first designed a wearable bracelet for each visitor, which is a crowd-
sensing device, interacting with the mobile phone, and the Points of Interest, in order
to provide the recommendation system the required data to make it context-aware.

The solution requires the deployment of a hotspot for each relevant place that
want to be considered a Point of Interest. The hotspot is required to: (a) Gather the
data about how many tourists have attended. (b) Update the data repository for a
tourist indicating that he/she has visited this place. (c) Collect the sensed data about
surrounding humidity, temperature, noise; (d) Provide additional information and
content such as the real-time availability, reservations of a restaurant to the visi-
tors through Bluetooth. (e) Finally, a mobile app will be used by visitors to interact
with the bracelet, obtain the recommendations, get promotions (discounts, offers,
and coupons from the promoted places and sponsors), and obtain more details about
the points of interest (pictures, comments, statistics, open hours, current status infor-
mation such as availability etc.).

Integration of mobile big data strengthen their approach from these aspects: (a)
Better understanding the underlying preference from mobile big data. (b) From the
cloud level, their approach manipulates nearly every piece of useful information, this
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is an essential quality of a good recommender. (¢) Successful interaction with visitors
via wearable devices provides real-time recommendation and useful information.

4.2 Case Study: Intelligent Healthcare

Mobile devices are integrating more sensors than ever before and continuous infor-
mation about its owner is collected as time goes by. By leveraging such data, ser-
vice providers can get a thorough understanding of the user from various aspects [4]
which may potentially stimulate better healthcare services. On the other hand, by
leveraging the cloud, medical service providers, the potential patients or companies
can be connected together. In this way, we may monitor users’ health conditions. An
example application is provided by Wan et al. in [32] with a framework for a per-
vasive healthcare system with MCC capability to provide three types of scenarios
(home, hospital, or outdoor environment) for ambulatory monitoring, and support a
point of care to patients, the elderly, and infants in different environments.

Their system is composed of four main components: WBANs (Wireless Body
Area Networks), wired/wireless transmission, cloud services, and users. WBANs
collect various vital signals such as body temperature or heart rate information from
wearables or implantable sensors. The collected monitoring data are processed in
the cloud and then selectively transmitted to the users. The medical video stream
from cameras are transmitted to the adjacent routing equipment via wired or wire-
less transmission, and then to the cloud server via the Internet. Cloud servers pos-
sess powerful VM resources such as CPU, memory, and network bandwidth in order
to provide all kinds of cloud services such as automatic diagnosis and alarm, geo-
graphical information system (GIS) services, location-based services, and medical
decision making (MDM). Different users such as hospitals, clinics, researchers, and
even patients ubiquitously acquire multiple cloud services by a variety of interfaces
such as personal computers, TVs, and mobile phones. This enables the sharing of
monitoring data to authorized social networks or medical communities to search for
personalized trends and group patterns, offering insights into disease evolution, the
rehabilitation process, and the effects of drug therapy.

In their system, patients’ profile and medical history data are maintained by the
management center of the local private cloud. According to a user’s service pri-
ority and/or doctor’s availability, the doctor may access the user’s information as
needed. At the same time, automated notifications can be issued to his/her rela-
tives based on this data via various telecommunication means. Besides these basic
services, the cloud services also provide GIS deployment, medical data storage,
MDM, virtual resource optimization management, and so on. With cloud support,
the mobile devices of medical staff will easily exhibit richer mobile video streaming
from remote cameras.
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4.3 Case Study: Urban Analytics

The ubiquity of mobile big data for urban analytics can be categorized in two ways:
first, in microscopic level, mobile trajectory collection on client side provides indi-
viduals’ coordinates as well as related timestamps, as the gradual accumulation of
data, all types of information including individuals’ frequency pattern becomes avail-
able. From the frequency pattern set, users’ mobility pattern can be derived and their
behavior in a short range of future time can be predicted; second, in macroscopic
level, the aggregation of mobile trajectories from different groups of users results
in a dynamic and insightful image of the flow of crowds, from which we are able
to assess the occupancy or quality of service of transportation infrastructure while
this kind of work in traditional transportation engineering is undertaken with tiny
amount of samples from manual survey.

Qiao et al. in [25] introduced a mobility analytical framework for mobile big data,
based on real data traffic collected from second-, third- and fourth-generation net-
works, which covered nearly 7 million people. To construct a user’s historical tra-
jectories, they applied different rules to extract users’ locations from different data
sources and reduce the noise in their data.

They further explore human movement behavior in densely populated areas. They
employ a parameter-free method to identify city hotspots from the view of popula-
tion, apply a modified version of the Apriori algorithm to mine maximal sequential
pattern, discover similar users based on their historical trajectories, and predict users’
future movements from both temporal and spatial perspectives. These functionali-
ties are of significance for improving the user experience of location-based service
(LBS), for optimizing network resources, and for advising city planning.

5 Closing Remarks

Mobile big data analytics has the potential to benefit our society by enabling the
move from data to knowledge to action. In this move, mobile cloud computing, which
combines cloud computing, mobile computing, and wireless networks, to bring rich
computational resources to mobile users, network operators, as well as cloud com-
puting providers, plays an important role. This chapter presents the opportunities and
challenges of leveraging mobile cloud computing for mobile big data analytics. We
expect that the mobile big data analytics enabled by mobile cloud computing coudl
reduce data transfer times, remove potential performance bottlenecks, and increase
data security and enhance privacy while enabling advanced applications.
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Abstract The constant technological innovations in wireless communications and
network technologies as well as the increasing number of smart mobile devices
generate an enormous volume of data stemming from a set of user equipments
(UEs). Since an exponential growth of data and analytics is witnessed, new tech-
nical and application challenges emerge associated with underlying models that
exploit cloud computing technologies, such as the Big Data-as-a-Service (BDaaS)
or Analytics-as-a-Service (AaaS). In this context, this survey chapter summarizes
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and establishes to what extend existing research studies have progressed towards
applying game theoretic approaches in mobile cloud computing systems for big
data applications. We identify and critically evaluate the findings of relevant works
addressing this research problem by shedding light on contradictions and gaps in
the literature. We therefore propose a cost-benefit model formulation in mobile
cloud computing environments and a new game theoretic conceptualization, which
accounts for the dynamic storage allocation in cloud systems formulated as a benefit
optimization problem. Diverse experimental scenarios are adopted to verify and
evaluate the optimality and effectiveness of the developed theory in real-world
scenarios.

Keywords Game theory - Cloud computing - Mobile computing
Big data - Data analytics - Risk analysis

1 Introduction

The rapid advancements in wireless communications, embedded systems and big
data [1, 2] enabled the development of the Internet of Things (IoT) and Internet of
Everything (IoE) paradigms [3] as the intersection to connect and interact between
the cyber and the physical world [4]. Objects and devices are linked within the
physical space and, therefore, location data is a critical component of mobile big
data, which can be harnessed to optimize and personalize mobile services [5].
Localization is also divided into outdoor or indoor with respect to the application’s
use case scenario. Data is gathered from a range of different sources, such as digital
sensors, communications, streaming and multimedia applications [6] or even com-
putations [7]. A huge number of user equipments (UEs) and devices produce vast
amounts of data in different locations daily related to traffic and flight information,
social media or multimedia content, including digital pictures and videos [8]. Hence,
the efficient transmission, processing and analysis of big data are essential to extract
useful knowledge [9]. In this context, big data analytics constitute a solution concept
to offer meaningful information by analyzing big data that can benefit in decision
making and problem solving for application domains such as science, engineering or
commerce. Big data mining and analytics are considered emerging, interdisciplinary

R. L. Goleva

Faculty of Telecommunications, Department of Communication Networks,
Technical University of Sofia, Sofia, Bulgaria

e-mail: rig@tu-sofia.bg

N. M. Garcia

Assisted Living Computing and Telecommunications Laboratory (ALLab), Faculty of
Engineering, Department of Computer Science, Instituto de Telecomunicacdes, University of
Beira Interior, Covilha, Portugal

e-mail: ngarcia@di.ubi.pt



Game Theoretic Approaches in Mobile Cloud Computing Systems ... 43

research areas with various applications, such as the intrusion detection or outlier
detection in massive data sets, which can prevent from credit card fraud or can be
exploited in the medical care and image processing research fields [10]. In addition,
data processing systems require more computing power and storage to capture, store
and analyze huge and complex data sets [11]. Cloud computing technology mini-
mizes these restrictions providing network-accessible storage priced by the
gigabyte-month and computing cycles priced by the CPU-hour [12].

On the other hand, game theory has been extensively used to analyze diverse
problems in computer science, having many applications in cloud [13] and mobile
computing [14, 15]. Mobile cloud computing (MCC) systems are cloud-based
systems that can be accessed by end-users through their own mobile devices. Since
non-cooperative game theory focuses on predicting each player’s actions and
payoffs along with analyzing Nash equilibria, this study investigates an optimal
strategy for managing costs and benefits in cloud-centric systems and environments
by effectively reducing the monetary units to achieve higher payoffs. The proposed
approach coupled with a game theoretic perspective strengthens our argument that
the modelling can be used to resolve resource allocation problems in real-world
applications. Following this introductory section, this tutorial article is a compre-
hensive, critical review of existing research works in the literature, which investi-
gate game theoretic approaches in cloud and mobile cloud computing systems for
big data applications presented in Sect. 2. Section 3 elaborates on a cost-benefit
model formulation in mobile cloud computing environments and an original game
theoretic analysis of the dynamic storage allocation problem in cloud systems. In
Sect. 4, we adopt experimental case scenarios towards the verification and vali-
dation of our scheme. Section 5 indicates challenges and issues in this domain and
Sect. 6 concludes this survey paper.

2 Exploitation of Mobile Cloud Computing for Big Data
Applications: Game Theoretic Perspectives

The proliferation of mass market applications and smart devices drives the explo-
sive growth of wireless sensor data traffic in recent years [16]. Cloud computing and
virtualization technologies [17] provide the opportunity for mobile devices to off-
load computation and execute code remotely in public clouds in order to achieve
optimal battery energy saving conditions [18]. Public clouds might use either
hypervisors or containers [19]; container technology was introduced within the
cloud computing context as a paradigm for cloud-based execution and can achieve
near native speeds in processing, memory and network throughput compared to
traditional Virtual Machines (VMs), establishing more effective resource manage-
ment frameworks [20]. In addition, the level of computing capacity introduced
between users and the data center-based clouds, the combination of distributed
capacity, and the range and complexity of cloud-supported applications run on
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end-user devices (coupled with mobility) require new resource allocation, man-
agement and scheduling methodologies [21]. In this context, we present previous
related research contributions and existing works that study the cloud [22], mobile
[23, 24] and mobile cloud technologies coupled with the big data paradigm [25, 26]
based on game theory. The goal of this literature review is to discover how the
cloud- and mobile-related technologies benefit and improve the use and perfor-
mance of big data applications and how the application of game theoretic frame-
works contributes towards this direction.

In the Big Data era, the users take up the opportunities to act and interact on the
internet as their online activities include, among others, web browsing, chatting,
online gaming, downloading, uploading or video watching [27]. On the other hand,
cloud computing is a highly scalable and cost-effective infrastructure for running
high-performance computing, enterprise and web or mobile applications [28].
Cloud-centric big data analytic applications reduce application cost by elastically
provisioning resources based on user requirements; efficient scheduling of cloud
resources is a key element to guarantee quality of service requirements of budget
according to the data analytic requests [29]. Since the cloud-based services become
dynamic, the challenges in the resource provisioning domain are crucial in order to
ensure that the performance of mobile cloud computing applications is not affected
by the time-varying nature of the availability of resources [30]. The survey in [25]
points out the strengths that the mobile cloud paradigm brings to the big data field
in terms of network partitioning, while scaling out remains still a field for further
contribution. Since mobile cloud computing is gaining ground as the ideal envi-
ronment to run computationally intensive and ubiquitous mobile applications, the
resource management issue in cloud computing environments has been attempted to
be resolved as a Bayesian Nash equilibrium allocation algorithm in [31], consid-
ering different conditions such as heterogeneous distribution of resources, exchange
of behavior between the end-users in the cloud or partial dynamic successive
allocation. The novelty of this work compared to the literature is that the experi-
mental tests show that the users are able to receive Nash equilibrium allocation
solutions by gambling stage by stage even though the player’s information is
uncertain. From a cloud storage service selection point of view, an automated
technique that best matches each dataset of a given application is presented in [32],
which is based on a machine-readable description of the capabilities of each storage
system along with the user’s requirements. Authors in [13] attempt to resolve the
uncertainty problem on cloud storage service selection level exploiting fuzzy logic,
theory of evidence and game theory. More specifically, the use of fuzzy sets theory
for service selection is elaborated in order to express vagueness in subjective
preferences, supported by the fuzzy inference and Dempster-Shafer theory of evi-
dence approaches. Another approach in [33] deals with the computation offloading
issue in mobile cloud environments using game theory. The problem is formulated
as decentralized computation offloading game and a relevant mechanism is pro-
posed to quantify the efficiency ratio over the centralized optimal solution.

The mapping between devices and heterogeneous servers is another critical issue
when it comes to energy sustainability challenges [34]. Towards the development
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of effective energy optimization mechanisms in mobile cloud computing systems, a
congestion game is proposed in [35], which achieves to reduce the overall energy
consumption of the mobile systems and the cloud infrastructure. To strengthen this
argument, the authors prove that the minimization of the cloud energy consumption
will also reduce the cost of mobile cloud users. Furthermore, a nested two-phase
game in a mobile cloud computing interaction system is examined in [36]; initially,
each mobile device determines the portion of the service requests for remote pro-
cessing in the cloud in order to minimize the power consumption and the service
request response time. In the second phase, a cloud computing controller allocates a
portion of the total resources for the service request processing, aiming to maximize
the benefits. Another work in [37] elaborates on a coalition game model within a
mobile cloud environment where the service providers create a common resource
pool to support mobile applications. Additionally, a game model is presented
towards a more effective short-term capacity expansion of the resource pool such
that the profits of the providers are maximized [38]. Another research work in [39]
attempts to resolve the resource provisioning problem across cloud-based networks
exploiting game theory. To further elaborate, the authors examine the sophisticated
parallel computing problem by requesting the usage of resources and the cost of
each computational service. The proposed evolutionary mechanism considers
optimization and fairness when investigating the multiplexed strategies of the initial
optimal solutions of different participants. Finally, similar research effort is made in
[40] where the authors propose a coalition-oriented, uncertainty-focused resource
allocation mechanism on cloud service level, comparing the obtained results with
existing schemes in the literature and achieving better resource utilization.

3 A Game Theoretic Analysis for Managing Costs
and Benefits in Cloud Computing Environments

The cost-effective management of cloud resources motivates the need for advanced
allocation strategies with minimum wastage [41]. Cloud computing and data centers
provide computing and data storage services and capabilities at large scale ubiq-
uitously, enabling vendors to own data centers for cloud-hosting purposes [42].
However, these solutions are associated with high costs [43, 44], technical debt [45,
46] and environmental impact due to the high-energy consumption at various levels
of the computational and data storage processes [47]. Energy consumption is a key
issue for the normal operation and maintenance of cloud computing platforms and
data centers [48] and, thus, research trends, such as the mobile cloud computing
paradigm [2], aim to minimize energy consumption and costs towards greener
cloud computing environments [49].

Limited research efforts have been devoted investigating the storage allocation
issue in cloud-oriented systems from a cost-benefit viewpoint [50]. Most research
works deal with decision procedures for data storage [51], storage allocation
challenges in mobile social networks [52] or energy-aware resource allocation for
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efficient management of data centers [53]. Since the exploitation of a Nash equi-
librium game [54] to resolve the problem is challenging, this section introduces a
cost-benefit model to enable the evaluation of different cloud-centric mobile ser-
vices and a game theoretic conceptualization of the storage and resource allocation
issue in cloud-oriented systems from a profit optimization viewpoint. We particu-
larly describe an original scheme for resource allocation in cloud systems based on
game theory and we formulate the problem as a cost-benefit game where each
player selects the strategy under the necessity of additional resources on storage and
computing capacity level. Game theory helps to analyze such systems in real-world
scenarios in terms of minimizing the risk for storage upgradation in the long run,
avoiding service-level agreement violations and optimizing the predicted payoffs.

3.1 A Cost-Benefit Model Formulation in Mobile Cloud
Computing

Since the selection criteria of cloud-centric mobile services might introduce accu-
mulated costs, we initially elaborate on a novel cost-benefit model that predicts
benefits and costs on mobile cloud-based service level towards the increase of the
return on investment. The mathematical formula is developed to evaluate different
cloud-centric mobile services taking into consideration the cost that stems from the

Table 1 Abbreviations and variable/parameter descriptions

Abbreviations | Variable/parameter descriptions

A The prediction period of time that is examined

i The index of the year

U pax The maximum number of end-users

Ucurr The initial number of end-users

$% The annual increase in the demand

ppm The monthly subscription price

A% The average increase in the monthly subscription price over the period of A-
years

Cu/m The monthly service cost for a cloud-supported end-user in the mobile cloud
system

a% The average increase in the document storage cost per month over the period
of A-years

y% The increase in the data storage cost per month over the period of A-years

u% The average increase in the maintenance cost per month over the period of A-
years

% The increase in the monthly network bandwidth cost over the period of /-
years

n% The average increase in the server cost per month over the period of 1-years

CBA The cost-benefit measurement result
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unused capacity and a linear growth in the number of end-users, which might result
in the overutilization of a service and possible service-level agreement violations.
We assume that the cloud-supported mobile services are subscription-oriented and
there are also charges for servicing the end-users in a mobile cloud system. Since the
decrease of the monetary units is of significant importance, two possible types of
estimates are encountered: (a) positive results, revealing the underutilization of a
cloud-centric mobile service, and (b) negative results, demonstrating the overuti-
lization of a service and possible service-level agreement violations. In this context,
the modelling for predicting benefits and costs in mobile cloud computing systems
takes the following form [55] (the variables of the formula are explained in Table 1):

A%\ ! .
CBA1=12*{(1+T"> * ppm * [ Upan = (14B%)' ™" * Uour

177
L L R R

U= (145%)' ™" # U]} (1)

—< a% }’% ﬂ%+0%+7]%)i_1* Cu/m

—12 % [Umax —(1+p%) ! *Ucurr:|

I i—1 i—1
. (1+A_%> *ppm_(1+a%+y%+u%+o%+n%>

A P
* Cym), withi=1, 2, ... A

3.2 A Game Theoretic Formulation of the Dynamic Storage
Allocation Problem in Cloud Systems

The creation of advanced, automated mechanisms for assigning datasets to storage
systems gives the opportunity to meet performance requirements and estimates cost,
while customers-companies express their storage needs using high-level concepts.
In this context, we propose the cost-benefit modelling perspective in cloud-oriented
environments from a big data-as-a-service point of view, considering a set of
companies N={1,2, ..., N}. The cost (CA) is measured from the data warehouse
appliance viewpoint as [56]

CAi =12 % (Cym * Spax)s 0<i<land Seur < Sma )

where, C;/, is the monthly cost for leasing storage, S, refers to the maximum
storage capacity and S, is the storage currently used. In data warehouse appli-
ances where there are no actual profits (B =0), incremental capacity is added to the
storage systems in case of an unpredicted increase in the demand for storage and
computing capacity resulting in overhead and downtime. In this direction, two
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possible types of benefit calculations are encountered: (a) positive, and (b) negative
results. In addition, the cost-benefit modelling from the cloud storage service per-
spective has been introduced from both non-linear [56] and linear [57] point of
views. From a non-linear viewpoint, the cost (CA) and benefits (B) are calculated in
year 1 (i.e., Egs. (3) and (5)) and from year 2 and onwards (i.e., Eqs. (4) and (6)) as
[56]

CAL=12* (Cspm * Scurr) 3)
CA=12% (Ai_sy ¥ Ki_s), i22 )

By =12 * [Cy/m * (Smax = Seurr)] (5)
Bi=12 % [Aj_2* (Spax — Ki-2)], i22 (6)

with,

Com= /M curr)

Ao=(1+61%)*Cy/m

Ar=(1+811%)*A;i_q, i>1

0% =a;%+y;%+n%+0%+Kk%+ 2%+ u%+0;%, i>1
Ko=(1+4p,%)*Scurr

Ki=(1+p;,1%)*Ki—1, i>1

where, A is the formation of the cost for leasing cloud storage in year 2, A; refers
to the formation of the cost for leasing storage from year 3 and onwards, §;% is the
total variation in the cost for leasing cloud storage, K, indicates the storage used in
year 2, K; is related to the storage used from year 3 and onwards, and f;% the
variation in the demand per year for storage and computing capacity.

We then introduce the cost and benefit measurement models from a linear point
of view (i.e., Egs. (7) and (8)) given as [57]

CA;=12 %

i—1
<1 + Al%> * Cx/m* (1 +ﬂ%)i_1 * Scurr] (7)

Bi=12* {<1+ A%>i_l* Com * [S —(1+p%)"" * 5, }} (8)
i— i s/m max o curr

with 0<i<[, A% is the variation in the cost for leasing cloud storage, and /%
reveals the increase in the demand per year for storage and computing capacity.
In the sequel, we elaborate on a new game theoretic conceptualization towards
the benefits optimization in cloud systems by introducing a throttling-oriented
storage allocation control mechanism. The proposed scheme enables to allocate
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additional resource allocation requests on storage and computing capacity level into
a mutually satisfactory condition with respect to the benefit numerical results
derived by a storage system. The scheme intends to maximize the profits and
guarantees that storage upgradation will not occur either short- or long-term. The
charges in cloud-service level are also restructured according to the additional
storage capacity and overall resources to be leased off. In this direction, the storage
allocation problem is investigated within a benefit prediction period of time and we
consider a_,=(ay, ..., dy—1, dy+1, --., ay) be the storage allocation selection
decisions by all other companies-players except new company n. Given the other
company’s decisions a_,, company n selects a decision a, € {0, 1} towards the
benefit optimization, i.e.,

min  B,(a,, a_,), YnE N
a, € {0,1}

Since the benefit results differ between the storage systems due to the different
pool of companies that each one is able to accommodate, the benefit optimization
problem is not resolved in the same manner for all storage systems. According to
(5), (6) and (8), the benefits function takes the following form with respect to the
company n, i.e.,

_ Bl, if a =0
Bn(ama—n) = { By, if a,=1 (9)

where, B; the benefit formula for system 1 once company 7 is allocated, and B, the
benefit formula for system 2.

The storage allocation selection problem is now defined as a cost-benefit game
G= (N, {As},ens {Bn}ney) Where N the set of companies-players, A,={0, 1} the
set of strategies for the company n and B, (a,,a_,) the cost-centric benefit function
of each new customer-player n. In the sequel, the concept of Nash equilibrium is
introduced [54].

Definition 1 A strategy profile a* = (aT, ey a;,) is a Nash equilibrium of the
cost-benefit game if at the equilibrium a*, no new player can be allocated to a
storage system to further achieve benefit optimization by unilaterally changing its
strategy, i.e.,

*

B, (a:, a

*

)SB,,(a,,, a ), Va, € A,, n €N (10)

—n —-n

The Nash equilibrium organizes the increasing cloud storage and computing
capacity requests and enables the lease optimization of resources. The game
property analyzes the existence of Nash equilibrium in the game, motivating the
concept of best response [54].

Definition 2 Given the strategies a_, of the other players, company n’s strategy
a: €A, is a best response if
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B,(a,,a_,) <B,(an,a_,), ¥V a, €A, (11)

As per (10) and (11), all companies-players play the best response strategies
towards each other at the Nash equilibrium, concluding to the following lemma.

Lemma 1 Given the strategies a_, of the other players in the cost-benefit game,
the best response of a new company n is given as the benefit status strategy, i.e.,

a, =

1, if Bi>0
0, if B;<0

In this context, Lemma 1 elaborates on the case when the benefit results are
greater than zero, which reveals that a storage system has cloud storage and
computing capacity left and the company n can be added to the pool of current
companies-players. The profits are further maximized and the risk of entering in a
storage upgradation status in the long run does not occur. However, in case that we
get benefit results less than or equal to zero, there is no remaining storage and
computing capacity in that storage system and, thus, the additional storage requests
will not be satisfied. In this direction, our resource scheduling control mechanism
achieves to avoid accumulated costs by allocating the new request to another
storage system in the data center where the benefits will be further maximized.

4 Verification and Validation of Theorem

Since the power of sensing devices is drained due to multiple data requests, an
effective and secure data access control framework for mobile cloud computing
systems is imperative in terms of computation, communication and storage [58]. In
this section, we elaborate on a benefit optimization mechanism, which achieves to
avoid service-level agreement violations and the risk of entering in a storage
upgradation status. Throughout the experimental testing, we prove that the game
always admits a pure strategy Nash equilibrium. The results demonstrate the
effectiveness of the proposed model and game theoretic approach in real-world
operations as the scheme manages to allocate the new requests for resources on
cloud storage and computing capacity level in a cost-optimal manner.

Concerning the simulation environment, a quantification tool has been devel-
oped as a proof of concept, which quantifies and manages the costs and benefits in
cloud systems. The simulation tool achieves to allocate the new requests for
additional resources in different storage systems aiming to optimize the benefits and
avoid service-level agreement violations. From the technical viewpoint, the web
application is targeted to be deployed in the Google Cloud Platform supported by
the Google App Engine and it was implemented using the Java programming
language.
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4.1 Evaluation Analysis of Cost-Benefit Methodology
Jor Cloud-Centric Mobile Services

Towards the evaluation of the proposed model in Sect. 3.1, the experimental results
enable to do a risk analysis on whether the linear growth in the number of
cloud-supported users will risk the overutilization of a service and the incurrence of
accumulated costs in the long run. An indicative usage scenario emphasizes on the
need to lease a cloud-centric mobile service and three different services are
investigated during a 5-year cost-benefit prediction period. The case scenario
examines the cost-benefit flow for these services based on a fifty per cent (50%)
annual growth in the number of end-users (see Fig. 1), while Table 2 presents the
values that work as inputs to the formula.

Towards the interpretation of the numerical results about this use case scenario,
the corporate and premium services are underutilized over the 5-year period and an
increase in the return on investment is witnessed due to the constant decrease in the
number of monetary units. Despite the fact that the basic service is also underuti-
lized the first four years, the cost-benefit calculations become negative until the end
of the prediction period, indicating that this service is overutilized. In this context,
service-level agreement violations will occur and the need for abandoning the
existing cloud-centric mobile service will be faced in the long run; on this occasion,
new accumulated cost will occur hard to be managed. To conclude, the lease of the
premium service would be the most cost-effective option for that case scenario,
because the numerical results are closer to the minimum positive values and the
optimal condition, not to mention that the problem of overutilization does not lurk.

5
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Fig. 1 Case scenario: the cost-benefit flow
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Table 2 Inputs to formula (1)

Variable descriptions Corporate Premium Basic
Period of A-years A=5 A=5 A=5
Maximum number of active end-users Uppax = 12000 U pax = 9000 U nax = 6000
Initial number of end-users Uvurr = 1500 Uvurr = 1500 Ueurr = 1500
Monthly subscription price ppm=10 ppm=1 ppm=35
Increase in the monthly subscription price A% =2% A% =2% A% =2%
Monthly service cost for a cloud-supported Cum=4 Cum=2 Cym=1
user in the mobile cloud system

Increase in the monthly document storage a%=1.5% a%=2% a%=2%
cost

Increase in the monthly data storage cost y%=0.5% y%=1% y%=15%
Increase in the monthly maintenance cost 1% =1% 1% =2% 1% =3%
Increase in the monthly network bandwidth | 6% =1% c%=15% 0% =2.5%
cost

Increase in the monthly server cost n%=1% n%=1.5% n%=3%

Table 3 Case scenario

Terms Variations in the demand
Year 1 to 2 P %=5%

Year 2 to 3 Pr%=25%

Year 3 to 4 $3% =30%

4.2 Experimental Analysis of Game Theoretic
Conceptualization for Dynamic Storage Allocation
in Cloud-Oriented Systems

Towards the validation of our game theoretic conceptualization in Sect. 3.2, we
examine two storage systems in the cloud environment, where non-linear demand
for cloud storage and computing capacity is predicted in a 4-year benefit prediction
period (see Table 3). The efficient provisioning of cloud resources is a challenging
task especially when fluctuations in the resource requirements occur. A storage
allocation-inspired throttling controller is targeted to be embedded to regulate and
balance the rates at which resource consumption is conducted, either statically or
dynamically. We provide improved experimental results compared to our work in
[59]. We prove that the proposed game and control mechanism achieves profits and
resource management optimization, avoiding the risk for storage upgradation in the
long run. Given the Egs. (5) and (6), we investigate whether a storage upgradation
status will occur in either system 1 or 2 for the given period. In this direction, we
observe that service-level agreement violations will not occur as far as it concerns
system 1 due to the positive calculations, while the profits are also increased (inputs
to formulas (5) and (6) are presented in Tables 4 and 5).
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Table 4 System characteristics
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Variable definitions Storage Storage
system 1 system 2
Maximum storage capacity Spmax =8 Spmax =5
Storage currently used Seurr =4 Seurr=3
Monthly cost for leasing cloud storage and computing Cyym =420 Cy/m =400
capacity
Table 5 Variations in the cost for leasing resources
Variable definitions Storage Storage
system 1 system 2
Cost variation for leasing additional cloud storage and 61%=2% 61%=3%
computing capacity 62%=28% 6% =10%
63%=9% 3% =12%

As far as it concerns system 2, the need for storage upgradation will be faced in
the long run, since the increase in the demand in year 4 should have been 26.9%,

ie.,

5—(14x) * 3.9375 =

0=>x = 0.26984 ~ 26.9% =~ 1.06 terabytes

In this context, the cost-effective, resource scheduling control mechanism
achieves to allocate the remaining terabytes in system 1, contributing towards the
benefit optimization for this system. Once the mechanism is initiated, the storage

and computing capacity currently used for system 1 is approximately
25:(10' [~ Storage System 1 —o— Storage System 2
. T 4 i T
2?;.\.. —
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Fig. 2 Case scenario: the benefits flow
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’l;labl}f 6 lBeneﬁt resglts, once Year 1 Year 2 Year 3 Year 4
the throttling-oriented storage
allocation and resource Storage 20,160 19,535.04 15,268.18 6,385.91
mechanism is motivated system 1
Storage 9,600 9,146.4 5,778.3 0.03
system 2

6.825+0.12=6.945 TB in year 4 and the increase in the demand is approximately
32.3%, ie.,

(14y) * 525 = 6945=>y = 0.32286 ~ 32.3%

The variation in the total cost for leasing additional resources for system 1 is
now 9.1% and the benefit calculation will be approximately 6,385.91 monetary
units in year 4. Likewise, the variation in the total cost for the system 2 is 11% and
the benefit result is approximately 0.03 monetary units in year 4 (see Fig. 2 and
Table 6).

5 Research Challenges and Issues

The problem of cloud storage service selection within a cloud platform or a fed-
eration of heterogeneous clouds has become an issue of great importance over
recent years [32, 60] as these services are characterized by different features, lim-
itations and prices to meet the customer’s requirements in terms of quality of
service, quality of experience and costs. Most of the existing works available in the
literature do not manage to deal with uncertainty in the sense of subjective pref-
erences from the stakeholders and might result in falsified service selection with
respect to the cloud providers, revealing untrustworthy indications concerning the
quality of service and pricing [13]. A research gap is also observed when dealing
with the complexity of service selection processes for scalability reasons due to
multi-objective nature [22].

On the contrary, the features and characteristics that big data era brings coupled
with cloud computing, has led to further complexities and challenges associated
with the available infrastructures in both hardware and software [61]. Novel soft-
ware engineering methodologies for developing big data applications are imperative
as most related works deal with the effective management, storage, extraction,
transformation, processing and analysis issues of large-scale data [62] or the
delivery of cloud-based big data analytics solutions [63]. Therefore, it is critical to
elaborate on the types of applications, requirements and limitations that big
data-oriented software engineering brings, considering both real-time analysis and
delay-tolerance, and develop effective models and frameworks for the design of
these solutions along with the infrastructure and software architectures that best
satisfy these restrictions [64]. Finally, some of the key constraints in the big data
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field that attracted the attention of both the research community and the industry are
outlined below [28]:

o Scalability: NoSQL remains the dominant technology for the deployment of
large-scale applications in the cloud due to the lack of cloud computing features
to support Relational Database Management Systems (RDBMS) related to
enterprise solutions [65].

e Data Availability and Integrity: Since mobile end-users require vast amounts
of data within short intervals, it is critical for cloud service providers to meet
these demands even in case of a security breach. In addition, the correctness of
user data remains an issue for cloud-centric applications that require personal-
ized data storage and management [66].

e Data Quality and Heterogeneity: The sources and types of data may vary
making the data quality quite poor and questionable. The data formats can be
inconsistent and not appropriately represented to extract value as a consequence
of these heterogeneous sources [67].

e Data Privacy: Although there is related work in data privacy [68], there are still
limitations about the security and privacy of the data on cloud storage level. The
development of new big data analytics solutions requires personalized,
location-based information towards more targeted results, which can be poten-
tially exposed to scrutiny, misuse or loss. In this direction, most effective
encryption methodologies should be developed [69].

6 Conclusions and Future Work

This tutorial article constitutes a critical review and assessment of the existing
research works in the area of game theory applied to cloud and mobile computing
from a big data application point of view. Besides our findings in the literature, we
also highlight gaps and challenges in this domain. In this direction, we initially
elaborate on a cost-benefit model formulation for measuring costs and benefits on
mobile cloud-based service level. This viewpoint enables the evaluation of
cloud-centric mobile services examining the probability of overutilization. We
additionally provide a game theoretic analysis intending to achieve resource allo-
cation optimization in cloud systems by formulating the benefit optimization
problem as a cost-benefit game towards the minimization of the risk for storage
upgradation either short- or long-term. Our study considers one customer at a time
assigning one storage system to satisfy the customer requests. The experimental
testing proves the effectiveness of the theorem in real-world operations, achieving
to dynamically allocate the new requests for cloud storage and computing capacity
in order to obtain higher payoffs. In the future, more complex scenarios with
various fluctuations in the demand for resources on storage and computing capacity
level or interactions between the players for different systems will be further
investigated. A coalition of storage services assigned to new customers will be also
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researched along with the selection process when multiple customer service needs
have to be taken into account to realize a multi-tenant storage provisioning
framework.
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Abstract The potential of mobile offloading has contributed towards the flurry of
recent research activity known as mobile cloud computing. By instrumenting the mo-
bile applications with offloading mechanisms, a mobile device can save its energy
and increase its performance. However, existing offloading mechanisms lack from
efficient decision models for augmenting the mobile device with cloud resources on
the fly. This problem is caused by the large amount of system’s parameters and their
scattered values that need to be considered and characterized merely by the device
depending on its contextual needs. Thus, the offloading process still suffers from
deficiencies that do not allow a device to maximize the advantages of going cloud-
aware. In this chapter, we explore the challenges and opportunities of a new kind of
mobile architecture, namely evidence-aware mobile cloud architecture, which relies
on crowdsensing to diagnose the optimal configuration for migrating mobile func-
tionality to cloud. The key insight is that by using the massive parallel infrastructure
of the cloud to process big data, it is possible to collect offloading evidence from
large amount of devices that is later analyzed in conjunction to infer an efficient
configuration to execute a smartphone app for a particular device.
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1 Introduction

Mobile and cloud computing are two of the biggest forces in computer science [1].
Nowadays, a user relies either on the mobile or the cloud to perform most of the soft-
ware aid activities, e.g., e-mail, video streaming, image editing, document editing,
web browsing, payment, messaging, games, among many others. While the cloud
provides to the user the ubiquitous computational and storage platform to process
any complex task, the smartphone grants to the user the mobility features to process
simple tasks, anytime and anywhere. Therefore, it is logical that the convergence
of these two domains into Mobile Cloud Computing (MCC) will lead to the next
generation of mobile applications [2, 3].

Generally, mobile devices are able to consume cloud services through specialized
Web APIs in a service-oriented manner [4, 5], e.g., REST. A back-end server located
in the cloud is a common component of a mobile application, e.g., push notification,
Web service, etc. In fact, since the cloud grants dynamic features to the back-end
of a mobile architecture, e.g., scalability on the fly, new paradigms such as MBaaS
(Mobile Back-end as a Service) are on the rise [1, 6]. Thus, a logical question to
answer is how the cloud can assist the smartphone in creating the post-pc era?

Since the mobility of the smartphones imposes many limitations in the mobile re-
sources, e.g., processing, storage and energy, among others, several work proposes
to offload opportunistically computational tasks from the mobile device to the cloud
[7-17]. Offloading is a technique that allows a low power device, e.g., smartphones,
to outsource the processing of a task, e.g., code, service, job, etc., to a higher ca-
pabilities machine [17-19], e.g., cloud. The potential of the approach for improving
the performance and extending the batterylife is widely accepted and proven feasible
with latest mobile technologies. However, the technique still suffers from deficien-
cies caused from the large amount of parameters that need to be configured correctly
to optimize the binding between mobile and cloud resources [20], for instance, since
last generation smartphones are as powerful as some cloud servers, it is reasonable to
bind those devices with even higher capabilities machines, such that the performance
is increased instead of decreased. While the offloading gains are improved even fur-
ther when optimizing the configuration in which a mobile device migrates the tasks
to the cloud, it is not a trivial task to find the optimal configuration to offload, mainly
because the large amount of possibilities available.

To counter the deficiencies in the offloading process, we explore a new kind of
mobile architecture that relies on crowdsensing in order to diagnose the optimal
configuration to migrate tasks for a particular device. The key insight is that traces
(aka evidence) from the offloading process are collected from the huge amount of
devices that outsource tasks to the cloud (community). By using the massive par-
allel infrastructure to process big data [22-24], the cloud analyzes the evidence to
infer the optimal configuration and injects it into each device. Naturally, since the ap-
proach relies on data, the improvements are incremental and adaptive based on the
amount of data collected. Thus, this type of architecture is defined as an Evidence-
aware Mobile Cloud Architecture (EMCA).
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In this chapter, we start by providing a literature review about how the cloud can
assist the smartphone to overcome the limitations imposed by mobility. We then
make a comparison of existing solutions and we highlight the differences with our
proposed EMCA. Next, we explore the challenges, technical problems and oppor-
tunities of an EMCA. Lastly, we discuss about the benefits and drawbacks of the
architecture along with our future directions.

2 Mobile Cloud Offloading

Mobile cloud offloading (aka computational offloading, cyber-foraging) has been
re-discovered as a technique to empower the computational capabilities of mobile
devices with elastic cloud resources. Computational offloading refers to a technique,
in which a computational operation is extracted from a local execution workflow,
later, that operation is transported to a remote surrogate for being processed exter-
nally, and lastly, the result of that processing is synchronized back into the local
workflow [17]. Computational offloading has evolved considerably from cloudlets
to code offloading.

2.1 Cloudlets

Cloudlets [25] is one of the initial work that propose the augmentation of mobile
computational resources with nearby servers in proximity, e.g. hot spots. Cloudlets
overcome the problem of connecting to high latency remote servers by bridging the
cloud infrastructure closer to the mobile user. The motivation of reducing the la-
tency between mobile device and cloud is to enrich the functionality of the mobile
applications without degrading its perception and interaction in environments where
network communication changes abruptly. Figure 1 shows a basic cloudlet architec-
ture. The architecture consists of two parts, a client and a server located in proximity,
which means that there is no network hopping between the device and the server. A
nearby server is managed by a service provider using virtual machines. A virtual
machine is migrated from the cloud of the service provider to the nearby server, so
that cloud service provisioning (create, launch or delete) for the mobile can occur
from the nearby server. Alternatively, the service provider also can migrate a service
to other types of infrastructure, e.g., base stations, in order to reduce the communi-
cation latency with the device [18].

While a cloudlet overcomes the problems that arise from high communication
latency, the deployment of a cloudlet is a complex task, as involves to introduce spe-
cialized components or modify existent ones at low level of granularity, e.g., hard-
ware. Thus, its adaptation is neither flexible nor scalable. As a result, many other
solutions have been proposed [19]. The goal of these solutions is to optimize the
delegation of computational tasks by relying on higher manipulation of the source
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code of the applications. In this process, computational tasks are delegated to power-
ful machines at code level as explained in subsection 2.2. Notice that a cloudlet also
can be equipped with strategies to offload code [18]. However, the only advantage of
using code offloading techniques in a cloudlet model is that the processing of a task
can be splitted to multiple devices in a fine-grained fashion, e.g., Method.

2.2 Mobile Code Offloading

Code offloading leverages the small amount of data transferred and the opportunistic
high speed connectivity to cloud infrastructure for augmenting the capabilities of
the mobile devices [3]. The potential of technique lies in the ability for making the
battery life of the smartphones last longer and shortening the response time of mobile
applications. Mobile applications are instrumented with code offloading mechanisms
for moving a computational task at code level from one place to another. The decision
whether to move or not the task from the device for harnessing dedicated external
infrastructure is done in the device by analyzing the multiple parameters that can
influence the decision to be beneficial or not for the device [10]. The evaluation of
the code requires to consider different aspects, for instance, what code to offload, e.g.,
method name; when to offload, e.g., RTT (Round Trip Times) thresholds; where to
offload, e.g. type of cloud server; how fo offload, e.g. split code into n processes,
etc.



Evidence-Aware Mobile Cloud Architectures 69

Local
processing

/f computational task

}

l Remote
infrastructure
methad (i @
1" 1
) |
T —1
method2{} @

method3({
- = =) (= )
}

Main(}
method1();
method2();
method3(); P
} Execution

} flow

Fig. 2 A code offloading architecture: components and functionalities

Most of the proposals in the field do not cover all these aspects, and thus we
describe a basic offloading architecture, which is shown in Fig. 2. The architecture
consists of two parts: a client and a server. The client is composed of a code profiler,
system profilers and a decision engine. The server contains the surrogate platform to
invoke and execute code. Each component is described in detail as follows:

1. Code profiler is in charge of determining what to offload. The profiler character-
izes the effort required for the device to execute a portion (C) of code—Method,
Thread or Class. This includes the time of execution and amount of energy re-
quired. Based on this characterization, the profiler identifies the code (OC) that
is candidate to offload. Code can be profiled at different development stages of
a mobile application. Thus, we define two types of profilers, manual and auto-
mated. Manual profilers are the developers, who select explicitly the portions
of code that can be offloaded, e.g., with a code annotation (application is not
installed in the device). Automated profilers are runtime processes that analyze
the code during runtime using different approaches, e.g., static analysis, history
data, etc., and determine the portions of code that are intensive or not for the
device (application is already installed in the device).

2. System prafilers are responsible for monitoring, sampling and characterizing
multiple parameters of the smartphone during runtime, such as available band-
width, data size to transmit, energy required to execute the code, surrogate com-
putational capabilities, etc. These parameters are utilized to quantify whether
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offloading or not OC introduces energy or performance gains for the mobile
device.

3. Decision engine is a reasoner that infers when to offload to cloud. The engine
retrieves the characterized data obtained by the profilers, and applies certain
logic over them, e.g. linear programming, fuzzy logic, markov chains, etc., so
that the engine can measure whether the handset obtains or not a concrete benefit
from offloading to cloud. The amount of parameters considered in the decision
process define the opportunistic context in which a mobile task is offloaded. This
suggests that based on the combination of multiple parameters, it is possible to
obtain different gains in performance and energy [20]. Proof of this is the way
in which existing frameworks characterize with different amount of parameters,
the opportunistic moments in which a device offloads to cloud.

4. Surrogate platform is the computational service located in the proximity of the
device or in the cloud, which contains the environment to execute the interme-
diate code sent by the mobile, e.g. Android-x86, .Net, etc. The computational
capabilities of the server are important in an offloading architecture as deter-
mine the level in which the task is accelerated [21]. This information is critical
to adjust the response time of applications based on the type of device. Ideally,
a mobile application must accelerate its execution when offloading rather than
slowing down performance.

3 Mobile Offloading Frameworks

In this section, we provide a literature review of frameworks to offload to cloud.
Table 1 describes most relevant proposals in code offloading. The table compares
the key features of the offloading architectures, namely the main goal, how code is
profiled, the adaptation context, the characterization of the offloading process, and
how code offloading is exploited from mobile and cloud perspectives. From the table,
the main goal defines what is the actual benefit for using the associated framework.
The mechanism used to profile code provides information about the flexibility and
integrability of the system. The adaptation context specifies the considerations taken
by the system to offload. The characterization means whether the offloading system
has a priori knowledge or not about the effects of code offloading for the components
of the system. Finally, the exploitation highlights the mobile benefits obtained from
going cloud-aware, and the features of the cloud that are leveraged to achieve those
benefits. Moreover, we can also observe that currently, most of the effort has been
focused on providing the device with an offloading logic based on its local context.

MAUI [11] proposes a strategy based on code annotations to determine which
methods from a Class must be offloaded. An annotation is a form of metadata that can
be agregated into the source code, e.g. classes, methods, etc. An annotation allows
the compiler to apply extra functionality to the code before its called, e.g. override
annotations. MAUI uses annotations to identify methods that are resource-intensive
for the device. Annotations are introduced within the source code by relying on the
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expertise of the software developer. Once the code is annotated, MAUI transforms
all the annotated methods into an offloadable format. This format equips the methods
with RMI capabilities. Since MAUI targets Windows Phones, it is developed using
.NET framework. Thus, RMI happens by using the WFC (Windows Communication
Framework). During application runtime, the MAUI profiler collects contextual in-
formation, e.g. energy, RTT, etc., if the MAUI profiler detects a suitable context to
offload code, then the execution of the code is delegated to a remote server instead
of being performed by the device. While MAUI is successful in saving energy and
shortening the response time of the mobile applications, it suffers from many draw-
backs. Since MAUI uses code annotations, it is unable to adapt the execution of code
in different devices. Thus, the developer is forced to adapt an application to a spe-
cific device, which is considered a brute-force approach. Moreover, MAUI suffers
from scalability, which means that each mobile that implements MAUI requires to
be attached to one specific server acting as a surrogate.

Similarly, CloneCloud [12] encourages a dynamic approach at OS level, where
a code profiler extrapolates pieces of bytecode of a given mobile component to a
remote server. Unlike MAUI, CloneCloud offloads code at thread level. CloneCloud
uses static analysis to partition code, which is an improvement over the annotation
strategy proposed by MAUI. By using a static analyzer, code can be annotated dy-
namically. Thus, code to offload is adapted based on the type of device without mod-
ifying or changing any implementation of the application. However, code profiling
is complicate as its execution is non-determistic. Thus, it is difficult to verify the run-
time properties of the code, which can cause unnecessary code offloading or even
offloading overhead. Moreover, many other parameters also influence when choos-
ing a portion to code to offload, e.g. the serialization size, latency in the network,
etc.

COMET [15] is another framework for code offloading, which follows a similar
approach as CloneCloud. COMET strategy puts emphasis on how to offload rather
than what and when. COMET’s runtime system allows unmodified multi-threaded
applications to use multiple machines. The system allows threads to migrate freely
between machines depending on the workload. COMET is a realization built on top
of the Dalvik Virtual Machine and leverages the underlying memory model of the
runtime to implement distributed shared memory (DSM) with as few interactions
between machines as possible. COMET makes use of VM-synchronization primi-
tives. Multi-thread offloading accelerates even further the execution of applications
in which code can be parallelized.

ThinkAir [13] framework is one which is targeted at increasing the power of
smartphones using cloud computing. ThinkAir tries to address MAUT’s lack of scal-
ability by creating virtual machines (VMs) of a complete smartphone system on the
cloud. Moreover, ThinkAir provides an efficient way to perform on-demand resource
allocation, and exploits parallelism by dynamically creating, resuming, and destroy-
ing VMs in the cloud when needed. However, since the development of mobile appli-
cation uses annotations, the developer must follow a brute-forced approach to adapt
his/her application to a specific device. Moreover, resource allocation in the cloud
seems to be static from the handset as the device must be aware of the infrastructure
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with anticipation. Thus, the approach is neither flexible nor fault tolerant. The scala-
bility claimed by ThinkAir is not multi-tenancy, the system creates multiple virtual
machines based on Android-x86 within the same server for code parallelization.

Odessa [26] is a framework that focuses on improving the perception of aug-
mented reality applications, in terms of accuracy and responsiveness. The frame-
work relies on automatic parallel partitioning at data-flow level to improve the per-
formance of the applications, so that multiple activities can be executed simulta-
neously. However, the framework does not consider dynamic allocation nor cloud
provisioning on demand, which is a key point in a cloud environment.

History-based approaches are also proposed to determine what code to offload
[27]. However, the weak point of history-based approaches is the large amount of
time required to collect data, which is needed to produce accurate results. Moreover,
these strategies are sensitive to changes, which means that when the device suffers
drastic changes, e.g. more applications are installed, the history mechanisms need
to gather new data to calibrate again. The size of the data collected in the mobile
can also be counterproductive for the device as it steals storage space and processing
power [32].

COSMOS [16] is a framework that provides code offloading as a service at
method level using Android-x86. The framework introduces an extra layer in a tradi-
tional offloading architecture to solve the mismatch between how individual mobile
devices demand computing resources and how cloud providers offer them. How-
ever, it is not clear how the offloading process is encapsulated as SOA. Moreover,
the framework is compared with CloneCloud, which is an unfair comparison as
CloneCloud mechanisms offload code at thread level. Other frameworks for compu-
tational offloading also are proposed [3], but they do not differ significantly from ba-
sic implementation or concept [2, 3, 8]. Other frameworks focus on different issues,
such as stability [30] and D2D (Device-to-Device) cooperation [28] among others.

We claim that the instrumentation of apps alone is insufficient to adopt computa-
tional offloading in the design of mobile architectures that relies on cloud. Computa-
tional offloading on the wild is shown mostly to introduce more computational effort
to the mobile rather than reduce processing load [29]. In this context, CDroid [29] is a
framework that attempts to improve offloading in real scenarios. However, the frame-
work focuses more on data offloading than computational offloading. As a result, we
propose EMCA, which attempts to overcome the issues of computational offloading
in practice. EMCA automates the process of infering the right matching between
mobile and cloud considering multiple levels of granularity using big data [14, 31].

4 Towards an Evidence-Aware Mobile Cloud Architecture

While the need to offload or not for mobile applications is debatable [19], the ef-
fectiveness of code offloading implementation in practice shows to be mostly un-
favorable for the device outside controlled environments. In fact, the utilization of
code offloading in real scenarios shows to be mostly negative [20], which means
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that the device spends more energy on the offloading process compared to the actual
energy that is saved. Consequently, the technique is far away from being adopted
in the design of future mobile architectures. In section, we present our EMCA so-
Iution. EMCA relies on the smartphones to connect to cloud to characterize all the
components of the architecture (Fig. 3a), e.g., network communication, cloud-based
servers and type of devices, among others at different granularity levels, e.g., code,
location, hardware specifications, etc. Once enough data is collected, then it is char-
acterized in the cloud, such that the characterization can be used to create custom
configurations for each particular device (Fig. 3b).
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4.1 Challenges and Technical Problems

Our goal is to highlight the challenges and technical obstacles of developing an
EMCA. The issues are described as follows:

o Code partitioning approaches—Code profiling is one of the most challenging
problems in an offloading system, as the code has a non-deterministic behavior
during runtime, which means that it is difficult to estimate the running cost of
a piece of code considered for offloading. A portion of code becomes intensive
based on multiple factors [20], such as user input that triggers the code, type of
the device, execution environment, available memory and CPU, etc. Moreover,
once code is selected as OC, it is also influenced by many other parameters of
the system that come from multiple levels of fine-granularity, e.g. communica-
tion latency, data size transferred, etc. As a result, code offloading suffers from a
sensitive tradeoff that is difficult to evaluate, and thus, code offloading can be pro-
ductive or counterproductive for the device [33]. Most of the proposals in the field
are unable to capture runtime properties of code, which makes them ineffective in
real scenarios.

 Instrumentation complexity in the mobile applications—The adaptation of code
offloading mechanisms within the mobile development lifecycle depends on how
easily the mechanisms are instrumented within the applications and how effective
is the approach in releasing the device from intensive processing. However, imple-
mentation complexity does not necessarily correlate with effective runtime usage.
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In fact, some of the drawbacks that make code offloading to fail are introduced
at development stages, for example, in the case of manual code partitioning that
relies on the expertise of the software developer, portions of code are annotated
statically, which may cause unnecessary code offloading that drains energy [34].
Moreover, annotations can cause poor flexibility to execute the app in different
mobile devices. Similarly, automated strategies are shown to be ineffective and
require major low-level modifications in the core system of the mobile platform,
which may lead to privacy and security issues.

o Dynamic configuration of the system—Next generation mobile devices and the
vast computational choices in the cloud ecosystem makes the offloading process
a complex task as depicted in Fig. 4. Although the savings in energy that can be
achieved by releasing the device from intensive processing, a computational of-
floading request requires to meet the requirements of user’s satisfaction and expe-
rience, which is measured in terms of responsiveness of the app. Consequently, in
the offloading decision, a smartphone has to consider not just potential savings in
energy, but also it has to ensure that the acceleration in the response time of the
request will not decrease. This is an evident issue as the computational capabil-
ities of the latest smartphones are comparable with some servers running in the
cloud, for instance, consider two devices, Samsung Galaxy S (19000) and Sam-
sung Galaxy S3 (19300), and two Amazon instances, m1l.xlarge and c3.2xlarge.
In terms of mobile application performance, offloading intensive code from 19000
to ml.xlarge increases the responsiveness of a mobile application at comparable
rates to an 19300. However, offloading from 19300 to m1.xlarge does not provide
same benefit. Thus, to increase responsiveness is necessary to offload from 19300
to c3.2xlarge. It is important to note, however, that constantly increasing the ca-
pabilities of the back-end do not always speed up the execution of code exponen-
tially, as in some cases, the execution of code depends on how the code is written,
for instance, code is parallelizable for execution into multiple CPU cores (parallel
offloading) or distribution into large scale GPUs (GPU offloading).

» Offloading as a service—Typically, in a code offloading system, the code of a
smartphone app must be located in both, the mobile and server as in a remote
invocation, a mobile sends to the server not the intermediate code, but the data
to reconstruct that intermediate representation so that it can be executed. As a
result, an offloading system requires the surrogate to have similar execution envi-
ronment as the mobile. To counter this problem, most of the offloading systems
proposed to rely on the virtualization of the entire mobile platform in a server, e.g.
Android-x86, .Net framework, etc., which tends to constrain the CPU resources
and slows down performance. The reason is that a mobile platform is not devel-
oped for large-scale service provisioning. As a result, offloading architectures are
designed to support one user at the time, in other words, one server for each mo-
bile [13, 16, 39]. This restrains the features of the cloud for multi-tenancy and
utility computing. Moreover while a cloud vendor provides the mechanisms to
scale Service-Oriented Architectures (SOA) [4, 35, 40] on demand, e.g. Amazon
autoscale, it does not provide the means to adapt such strategies to a computational
offloading system as the requirements to support code offloading are different. The
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requirements of a code offloading system are based on the perception that the user
has towards the response time of the app [36]. The main insight is that a request
should increase or maintain certain quality of responsiveness when the system
handles heavy loads of computational requests. Thus, a code offloading request
cannot be treated indifferently. The remote invocation of a method has to be mon-
itored under different system’s throughput to determine the limits of the system to
not exceed the maximum number of invocations that can be handled simultane-
ously without losing quality of service. Furthermore, from a cloud point of view,
allocation of resources cannot occur indiscriminately based on processing capa-
bilities of the server as the use of computational resources are associated with a
cost. Consequently, the need of policies for code offloading systems are necessary
considering both, the mobile and the cloud.

Utility model for code offloading—A code offloaded task is accelerated differ-
ently based on the different underlying computational resources that can be ac-
quired in the cloud [21]. While the cost of a server is charged by the cloud vendor
based on time usage, e.g., an hour, it is unfeasible to create a bill for computational
offloading following the same standard utility model. Since a task can have dif-
ferent levels of resource intensiveness, e.g., Chess, it requires different servers to
deal with its specific processing requirements. As a result, a cloud deployment for
code offloading comprises not one, but many servers that provisioning their com-
putational resources to a mobile device. In this context, since a particular mobile
application can use different cloud servers as surrogates in a single app session,
then each offloading task that is offloaded needs to be charged based on the type
of server that processed it. Naturally, this implies to change the current utility
model of servers to one based on request-type, which introduces an extra level of
complexity as it requires the execution of code to be segregated based on runtime
properties, e.g., amount of acceleration required.

Evidence usage within the mobile applications—Since the characterization process
is incremental based on data collected from the community of devices, evidence
about the optimal configuration that is required to execute a mobile application
needs to be transferred from the cloud periodically. Consequently, mechanisms to
deliver and aggregate evidence need to be developed. Ideally, evidence should be
delivered to the mobile device without introducing extra energetic overhead that
harms its daily usage. Thus, evidence should be delivered by piggybacking data
retrieval from other applications and services.

Discussion

this section, we discuss about the opportunities and drawbacks of exploiting an

EMCA.
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1. Energy-aware offloading as a service for IoT (Internet of Things):—
It is well known that the main goal of MCC is to augment the processing ca-
pabilities and energetic resources of low-power devices, e.g., smartphones. To
achieve this, applications installed in the devices are instrumented with offload-
ing mechanisms, e.g., code offloading. However, despite of this instrumentation,
applications are not aware about the productive or counterproductive effect that
can be influenced in the mobile resources by outsourcing a task. For instance,
how much the code should be accelerated?, how much energy can be saved? etc.
In this chapter, we explore how to overcome the problem of determining the
context required to offload a task by analysis in the cloud the runtime history of
code execution from a community of devices. By relying on the massive compu-
tational resources of the cloud to process big data, we aim to exploit the knowl-
edge of the crowd. However, many other sources of information collected from a
community of devices can provide insight about how to configure the offloading
process, e.g., sensor information, user’s interaction, etc. To illustrate this, let’s
consider the following cases:
Case 1: a smartphone that calculates and transmits its GPS coordinates every
time the user uses an application. If the frequency of app usage is high, then the
device will run out of energy quickly, e.g., facebook. If we assume that the end
service in the cloud stores the data received, the data can be analyzed to build
a prediction model in the cloud that suggests when the user changes his/her lo-
cation. In this manner, the cloud service can be aware about the user’s location
and can configure the mobile app to recalculate and transmit GPS data when
drastic changes of user’s location are detected by the model. By implementing
this approach, the device can save significant amounts of energy as the compu-
tational tasks of calculating and transmitting GPS data are not tied to app usage,
but user’s movement that is monitored by the cloud.
Case 2: alow-power device, e.g., Arduino microcontroller, that monitors an en-
vironment via sensors, e.g., temperature. Since a client that connects to the mi-
crocontroller expects to obtain real time information, the microcontroller senses
the environment regularly. Moreover, in order to provide scalability for multiple
users, the environmental information is sent to the cloud, such that any user can
access it from there. Naturally, this process requires considerable amount of en-
ergy of the device. However, by analyzing the collected data, it is able to equip
the cloud service with the awareness to schedule the sensing process of the mi-
crocontroller based on opportunistic contexts, for instance, sensing data is likely
to be replaced by other sensing data from a nearby device, sensing data can be
predicted based on history data stored in the cloud, etc., in any situation, the
main goal is to schedule from the cloud, the behaviour of the device, so that the
device can be alleviated from unnecessary computational effort. Undoubtedly,
it is expected that the change of behavior won’t change the quality of service or
experience of the user.

2. Tuning the fidelity of smartphone apps with mobile crowdsourcing:—By char-
acterizing the servers in the cloud, it is possible to identify multiple levels in
which offloaded code is accelerated. Thus, we envisioned an approach to accel-
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erate the response time of a mobile application dynamically. The ultimate goal
of the approach is to enhance the QoE of the mobile apps in terms of fidelity,
e.g., face recognition [41]. By improving the QoE, we aim to engage the user in
order to increase application usage [37, 43].

Changing fidelity of mobile apps has been proved to be feasible by collecting
data locally in the device [38]. However, this process is slow, because history
data is required, and sensitive to changes, because the device is constantly up-
grading and installing new apps. Thus, in order to overcome these problems, we
envisioned fidelity tuning via data analytics from a community of devices.

Our idea is that apps are instrumented with mechanisms that capture their local
execution at high level, e.g., method name, etc. This data is uploaded to the cloud
for analysis. Based on the analysis, the cloud can perform individual diagnosis
to each device and suggest optimal fidelity execution of each app installed in the
device.

. The effect of computational offloading in large scale provisioning scenar-

ios:—While the technique has been proved to be feasible with latest mobile
technologies [14], still there are a lot of open issues regarding cloud deploy-
ment and provisioning in real scenarios. Previous work have proposed a one
server per each smartphone architecture [19], which is unrealistic in practice if
we consider the amount of smartphones nowadays and the provisioning cost of
constantly running a server for a particular user.

Besides a few works that focus on scaling up (vertical scaling) a server to paral-
lelize the code of computational requests [26], we have not found architectures
that can scale in an horizontal fashion. This clearly can be seen as current frame-
works do not take into consideration the utility computing features of the cloud,
which is translated into server selection based on provisioning cost.

We are interested on analysis whether it is possible to support large scale provi-
sioning for computational offloading? As a result, we want to study the capacity
that cloud servers have to process multiple requests at once while maintaining
requirements in code acceleration, which influences directly the response of a
smartphone app. Moreover, we also want to analyze the effect of code acceler-
ation in different cloud servers in order to foster surrogate selection based on
utility computing, which can highlight new directions for the design of future
mobile architectures supported by cloud computing, e.g., GPU offloading.

. Context-aware hybrid computational offloading:—Computational offloading

is a promising technique to augment the computational capabilities of mobile de-
vices. By connecting to remote servers, a mobile application can rely on code of-
floading to release the device from executing portions of code that requires heavy
computational processing [42]. Yet, computational offloading is far away to be
adopted as a mechanism within the mobile architectures, mainly due to drastic
changes in communication latency to remote cloud can cause energy draining
rather than energy saving for the device [14, 29]. Moreover, in the presence of
high communication latency, the responsiveness of the mobile applications is
degraded, which suggests that in order to avoid collateral effects, the benefits of
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computational offloading can just be exploited in low latency proximity using
rich nearby servers [28], which are also known as cloudlets.

Fortunately, 5G is arising as a promising solution to overcome the problem of
high latency communication in cellular networks. 5G fosters the utilization of
Device to Device (D2D) communication [30] to release the network from data
traffic, and accelerate the transmission of data in end-to-end scenarios. By rely-
ing on D2D, and extrapolating features from remote cloud and cloutlets models,
we envisioned a context-aware hybrid architecture for computational offload-
ing. Our hybrid architecture introduces the concepts of network and cloud as-
sistance, which can be utilized to coordinate the proximal devices in order to
create a D2D infrastructure. Since the computational capabilities of next gener-
ation smarphones are comparable with some servers running in the cloud, we
believe that multiple mobile devices can be merged together via D2D in order
to create dynamic infrastructure in proximity that can be utilized by the devices
themselves to share the load of processing heavy computational tasks. Naturally,
this introduces new challenges mainly associated to social participation and col-
laboration.

Network assistance can be provided by cellular towers (Mobile Edge and Fog
Computing [28]). The towers besides routing the communication between end-
to-end points can be equipped with the logic to determine which devices are con-
nected geographically close. When devices in proximity are detected, the tower
can induce the devices to transmit data via D2D instead of using the cellular
tower. The cellular towers can also be utilized to determine closer infrastruc-
ture (e.g., base stations), in which the device should be connected to reduce the
communication latency, like in the cloudlet model. Similarly, cloud assistance
can be utilized to group devices in a D2D cluster. Since devices are offloading
to cloud-based servers (e.g., Amazon), the cloud can be equipped with the logic
to determine which devices shared a common location. Cloud assistance intro-
duces an extra level of complexity in the system than network assistance, due
to a device is forced to send as part of the offloading process, the information
about its location (e.g., GPS). However, cloud assistance alleviates completely
the cellular network from computational offloading traffic, as all the process is
managed entirely by the cloud.

6 Summary

Mobile and cloud computing convergence is shifting the way in which telecommu-
nication architectures are designed and implemented. Several work have proposed
different mobile offloading strategies to empower the smartphone apps with cloud
based resources. Yet, the utilization of code offloading is debatable in practice as the
approach has been demonstrated to be ineffective in increasing remaining battery
life of mobile devices. The effectiveness of an offloading system is determined by its
ability to infer opportunistically where the execution of code (local or remote) rep-
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resents less computational effort to the mobile, such that by deciding what, when,
where and how to offload correctly, the device obtains a benefit. Code offloading
is productive when the device saves energy without degrading the normal response
time of the apps, and counterproductive when the device wastes more energy exe-
cuting a computational task remotely rather than executing it locally. Existing work
offer partial solutions that ignore the majority of these considerations in the infer-
ence process. Thus, the approach suffers from many deficiencies, which are easily
trackable in practice.

By characterizing the offloading process via crowdsensing, we explore the chal-
lenges and technical problems to overcome for developing an offloading architecture
that learns to diagnose the optimal offloading process of a mobile application.
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Context-Awareness in Location Based
Services in the Big Data Era

Patrizia Grifoni, Arianna D’Ulizia and Fernando Ferri

Abstract Integrating contextual information into the process of location-based
service delivering is an emerging trend towards more advanced techniques aiming
at personalization and intelligence of location-based services in the big data era.
This chapter provides a systematic review of current context-aware location-based
service systems using big data by analysing the methodological and practical
choices that their developers made during the main phases of the context awareness
process (i.e. context acquisition, context representation, and context reasoning and
adaptation). Specifically, the chapter analyses ten location-based services, devel-
oped over the five years 2010-2014, by focusing on (1) context categories, data
sources and level of automation of the context acquisition, (2) context models
applied for context representation, and (3) adaptation strategies and reasoning
methodologies used for context reasoning and adaptation. For each of these steps, a
set of research questions and evaluation criteria are extracted that we use to evaluate
and compare the surveyed context-aware location-based services. The results of this
comparison are used to outline challenges and opportunities for future research in
this research field.

1 Introduction

Big data represents a revolution for location-based applications [1]. These
applications can produce and exchange massive amount of data in a very short time.
The increasing explosion of data available on the web, together with the increas-
ingly widespread use of telecommunication technologies, including wireless
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communications, Internet and mobile devices, has favoured the development of
context-aware, ubiquitous computing methodologies for Location-Based Services
(LBSs) provisioning. In the big data era, indeed, LBSs need to become selective,
because only meaningful services from the massive amount of data have to be
extracted in order to not overwhelm the computing resources of mobile devices.
Therefore, integrating contextual information into the process of location-based
service delivering is an emerging trend towards more advanced techniques aiming
at personalization and intelligence of LBSs in the big data era.

Location-Based Services (LBSs), i.e. services that use the location of the user as
the primary contextual information for delivering information to mobile users, have
become increasingly popular due to the availability of powerful mobile devices
equipped with positioning systems like GPS. There are several definitions for
“location-based services”: the first formal definition was given by Koeppel [2] in
2000, where they were defined as “any service or application that extends spatial
information processing, or GIS capabilities, to end users via the Internet and/or
wireless network”. One most recent definition is given by Shiode et al. [3] and is the
following: “geographically-oriented data and information services to users across
mobile telecommunication networks”. At the same time, LBSs are defined by
Spiekermann [4] as “services that integrate a mobile device’s location or position
with other information so as to provide added value to a user”. Finally, in 2010
Shek [5] defined LBS as “mobile computing applications that provide information
and functionality to users based on their geographical location”. From the above
definitions, it is evident a shift of the environment, through which the services may
be fruited, from networked environments to mobile-networked ones.

According to these definitions, dynamic navigation guidance, roadside assis-
tance, mobile advertisements and traffic alerts can be considered examples of LBS,
as they are services that use the location of the terminals to provide spatial infor-
mation and GIS (geographic information system) functionalities to end users
through the mobile, Internet, wireless or cloud networks [6, 7].

In LBSs, location plays a fundamental role as it determines the information and
services the user may expect. Relying only on the location does not allow tailoring
the answer to the user, since two persons asking for the same information in the
same location receive the same answer despite their preferences may be different.
Let us consider an example. We suppose two people, one vegetarian and one not,
that search for restaurants near “Piazza Navona”. Applying only location infor-
mation, the LBS system returns the same list of restaurants located near “Piazza
Navona” offering all kinds of cuisine (not only vegetarian cuisine).

Context awareness is a first step towards more advanced techniques aiming at
personalization and intelligence of service provisioning in the big data era. Context
awareness, indeed, is the ability to provide different services in different contexts,
where context is more than location as it includes also personal (user activities,
preferences, and needs), technical (e.g. device status), spatial, social, and physical
(e.g. environmental status) information.

Therefore, concluding the example above, a context-aware LBS system can
consider, for instance, also the information that the user is vegetarian, contained in
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the personal context. Consequently, it restricts the results returned to the vegetarian
person to restaurants located near “Piazza Navona” with a vegetarian menu.

Integrating contextual information about preferences, position and needs of the
user, available resources and environmental features into the process of service
delivering allows providing the user with more relevant services (among the
massive amount of available services) that are better tailored to his/her needs.
Therefore, context awareness is an essential feature that leads to a smart use [8] of
the big amount of data that flows over the Internet in order to provide more and
more personalized LBSs.

In this article, we are interested in surveying current context-aware LBSs by
analysing the main phases of the context awareness process, that are the context
acquisition, the context representation, and the context reasoning and adaptation.
For each of these steps, we have analysed the methodological and practical choices
that a LBS developer has to make during the design and implementation of a
context-aware LBS system using big data. From this analysis, we have extracted a
set of research questions and evaluation criteria that we have used to compare the
surveyed context-aware LBSs. For this evaluation, ten LBS systems, developed
over the five years 2010-2014, have been investigated.

The research contribution of this chapter is threefold. First, we introduce a new
evaluation framework for context-aware LBSs, characterised by three orthogonal
dimensions corresponding to the main phases of the context awareness process.
Second, we use the evaluation framework to drive a comparative study of several
current context-aware LBSs using big data. Finally, we outline challenges and
opportunities for future research in this research field.

The structure of the chapter is organized as follows: we begin by providing some
LBS categorizations from the literature and the evaluation criteria used to compare
the context-awareness capabilities of current LBSs. Afterward, in Sect. 3 the main
research issues of context acquisition and the corresponding evaluation criteria are
described together with their application to evaluate the surveyed context-aware
LBSs. Section 4 explores research issues and evaluation criteria for context rep-
resentation and evaluates the context-aware LBSs with respect to that. Section 5
discusses research issues and evaluation criteria for context adaptation and
describes their application to evaluate the surveyed context-aware LBSs. Based on
this analysis, in Sect. 6 we investigate the open challenges of context-aware LBSs.
Finally, Sect. 7 concludes the chapter.

2 Location-Based Services: Categorizations
and Evaluation Criteria

In the literature, there are numerous classifications of LBSs. One first classification,
proposed by Virrantaus et al. [9], distinguishes into pull and push services. In a pull
service, the user makes explicitly a request to the service centre (as is the case of
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dynamic navigation guidance and roadside assistance), while in push services the
position of the user’s device is utilized to estimate if s/he is a potential customer of
the service and, if it is so, the information is automatically delivered to the user
without his/her request (as is the case of mobile advertisements and traffic alerts).

A further classification of LBSs has been proposed by Schiller and Voisard [10]
that distinguished between person-oriented and device-oriented. The former
includes LBSs in which the position of a person is used to enhance the service and
in which the user can control the service itself (e.g. navigation guidance), while the
latter includes LBSs in which the position of a person or an object is tracked and the
user is not necessary for controlling the service (e.g. car tracking).

Moreover, several classifications have been proposed that categorize LBSs
according to the functionalities they provide. Reichenbacher [11] proposed the
following five categories: orientation and localization, navigation, search, identifi-
cation, and event check. Shek [5] introduced two further categories that are safety
and emergency, and information services. Afterwards, Themistocleous et al. [12]
re-arranged Reichenbacher and Shek’s categories by proposing the following nine
categories: identification, information, location, navigation and search, safety and
emergency, access control, management, monitor, payments.

In this survey, we categorize and evaluate LBSs according to the methodological
and practical choices that a LBS developer has to make during the design and
implementation of a context-aware LBS system using big data. Malik et al. [13]
consider a context-aware system composed of five main components, each one
devoted to perform specific tasks of the context-awareness process: context
acquisition, context representation, context storage, context interpretation, and
context adaptation. Khattak et al. [14] list the following components of a
context-aware system: context sensing, acquisition, representation, fusion, and
reasoning. Perera et al. [15] describe four phases of the context-awareness process
that are: context acquisition, context modeling, context reasoning, and context
dissemination. A summary of these main phases of the context-awareness process
proposed in the literature is provided in Table 1.

In this survey, we have taken into account these partitions in components of a
context-aware system, for identifying the main steps of the context-awareness
process that influence the design of a LBS system using big data. Specifically, we
have considered the context-awareness process as composed of three major steps,
which are the context acquisition, the context representation, and the context
reasoning and adaptation. Respect to the existing partitions, we consider context
sensing included in the context acquisition phase, the context storage included in
the context representation phase and the context fusion and context dissemination
included in the context reasoning and adaptation phase.

For each of the three identified steps we have analysed the main research
questions that a LBS developer has to solve during the development of a
context-aware LBS system using big data, which are summarized below (see Fig. 1
for a graphical summary):

Context acquisition: the context-awareness process starts with the sensing and
gathering of contextual data. Several kinds of context data may be acquired,
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Fig. 1 Major steps of the context-awareness process along with the main evaluation criteria

depending on the specific application of the LBS system, ranging from spatial and
temporal information to personal and social information. The acquisition can be
usually done using various sources, such as sensors that are embedded into the
mobile devices (mobile sensors) or present in the environment (static sensors), as
well as monitoring or querying Web applications and services or asking explicitly
to the user to input context information. Finally, the acquisition of context infor-
mation from data sources can be characterised by various degrees of automation:
manual, semi-automatic, and automatic. Therefore, the main issues that a LBS
developer has to solve in this phase can be summarized in the following questions:

1. What kinds of contextual information have to be acquired in order to gather
personalized results to the user request?

2. Through which knowledge sources?

3. Which level of automation should have the acquisition process?

Context representation: the gathered contextual data need to be represented
through a data model that provides efficient structuring and retrieval. Therefore, the
main issues that a LBS developer has to solve in this phase can be summarized in
the following questions:
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1. Which models have been applied for representing and managing location and
contextual knowledge in order to properly use it in the discovering and adap-
tation processes?

2. How can these models be evaluated and compared?

Context reasoning and adaptation: the contextual data are used to discover,
adapt and personalize services for the user. The context provides the basis for
selecting the appropriate service among available services. The selection of the
most appropriate services (mainly in the case numerous services of the same type
are available) requires the use of some methodologies for reasoning on, filtering and
ranking the available services, such as the collaborative filtering, similarity rea-
soning, etc. Therefore, the main issues that a LBS developer has to solve in this
phase can be summarized in the following questions:

1. Which adaptation strategies have been applied to adapt query results to the
captured contextual information?

2. Which reasoning and filtering techniques have been used to select the most
appropriate services to be returned to the user?

3. Which level of automation should have the adaptation process?

All the context-aware LBS systems reviewed in this chapter have been analysed
according to the aforementioned questions, which will be deeply discussed in the
following sections.

3 Context Acquisition in LBSs in the Big Data Era

In this section, we analyse how LBS developers answered to the main research
questions, introduced in the previous section, concerning the context acquisition.
First of all, we analysed the categories of context information that may be acquired
for adapting and personalizing LBSs (see Sect. 3.1). Second, we investigated the
context data sources from which the various context categories can be acquired (see
Sect. 3.2). Third, we reviewed the possible level of automation of the acquisition
process (see Sect. 3.3). Finally, in Sect. 3.4 an overview of some LBS systems has
been provided along with a discussion about how they answered to the three
aforementioned research issues characterizing the phase of the context acquisition.

3.1 Context Categories

Despite the efforts made in the literature for providing a general definition of
context, analogous efforts have been made by several researchers to categorize the
contextual information needed to adapt and personalize the service request. One of
the first categorisation was proposed by Schilit et al. [16] that proposed three
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classes: computing, user, and physical context. Chen and Kotz [17] added the time
category to this classification by arguing that context is a four-dimensional space
composed of computing, physical, time, and user context. Zimmermann et al. [18]
state that “elements for the description of this context information fall into five
categories: individually, activity, location, time, and relations”. Vieira et al. [19]
divide user context into three categories: physical, organizational and interaction.
Nieto et al. [20] categorized contextual information into two main classes, that are
static and situation context, which are composed of human and topographic
information (the static context), and environmental, personal, location, and social
information, (the situation context). According to Hervés et al. [21], context can be
categorized in user, environment, devices, and services. Finally, Ktpper [22] cat-
egorized context information into five classes that are personal, technical, spatial,
social, and physical context.

A summary of these main classifications is provided in Table 2. We have
grouped over the same column the context categories that overlap or that are similar
according to the examples of context attributes (that are provided in parentheses in
Table 2 under the corresponding context category). For instance, the attribute
“location” has been categorized over different context categories in the literature
(see the second column of Table 2), which range from user context Schilit et al.
[16], physical context Chen and Kotz [17], Vieira et al. [19], location context
(Zimmermann et al. [18], Nieto et al. [20], and spatial context Kijpper [22]. Ana-
lysing the overlapping of these categories, we have decided to group the location
information over the spatial context category. Analogously, the environmental
conditions have been categorised over physical context from the major number of
literature classifications (see the third column of Table 2), therefore we have chosen
physical context as main representative category for this kind of context informa-
tion. Applying this grouping process to all context categories defined in the liter-
ature, we have identified six main context categories that are: spatial, physical,
personal, technical, temporal, and social. Hereafter, we rely on this categorization
when we refer to the context information. Specifically, each context category is
characterized in the following way:

Spatial context refers to “the location and location-related information of the
mobile user. It can be the precise geographical point (e.g. the latitude/longitude
coordinates, the street address), or a personalized reference of the location (e.g. the
home, the office, etc.)” [23].

Physical context refers to the physical status of the user and its surroundings,
such as environmental status of the location (e.g. light, noise level, temperature,
humidity, present objects, etc.) as well as the health status of the user (blood
pressure, body temperature, etc.).

Personal context refers to all the information about the individual, contained
typically in the user profile, such as age, gender, user’s interest, attitudes, beliefs,
etc., as well as the activities (tasks, roles) s/he is involved in, and people nearby.

Technical context refers to “the technical aspects related to computing capa-
bilities and resources” [24] (e.g. network connectivity, bandwidth, memory, nearby
resources, etc.).
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Temporal context refers to the time references (e.g. time, date, and season) of
events.

Social context refers to the social status of the user (e.g. social class, gender, or
employment status), the social groups s/he belongs to (e.g. social network’s groups)
and the social roles s/he performs (e.g. parent, volunteer, employee, etc.).

3.2 Context Data Sources

Several different data sources have been used over the last decade to acquire context
information, ranging from Web services, social media, static sensors, wearable
devices, etc. In a recent survey, Zhang et al. [25] classify context data sources in
three main categories that are: Infernet and Web services, static sensing infras-
tructures, and mobile devices and wearable sensors. Starting from this classifica-
tion, we have analysed the LBS literature for understanding what kinds of context
data sources have been applied in LBS adaptation and personalization. This anal-
ysis resulted in a great use of both social media, such as social networks (and more
specifically location based social networks), multimedia sharing sites, blogs, etc.,
and sensor networks (both static and mobile) as data sources for acquiring context
data in LBSs. Therefore, we have evolved Zhang et al.’s classification by specifying
two sub-classes of the category Internet and Web services (that we have re-named
in Internet applications and services) that are social media and Web-based infor-
mation services, and distinguishing between Static sensors and Mobile and wear-
able sensors, that have been grouped under the category Sensors. Specifically, each
context data source is characterized in the following way:

Internet application and services

Web-based information services refer to services and applications that are available
via the Internet for providing information. They can be used to acquire various
types of context information, such as personal and temporal (through calendar, for
example), spatial (through online maps), and physical (through traffic and weather
info services, for example).

Social media refer to a kind of “Internet-based applications that build on the
ideological and technological foundations of Web 2.0 and that allow the creation
and exchange of user-generated content” [26], such as social networks, multimedia
sharing sites, blogs, forums, etc. They can be used to extract information about
personal preferences and interests, human activity, and social interactions.

Sensors

Static sensors, as defined by Dasgupta [27], “are sensors usually installed in fixed
places in indoors and outdoors”. They can be used to acquire various types of
environmental parameters, such as temperature, humidity, pressure, pollution, light,
etc., as well as human activity through surveillance cameras.

Mobile and wearable sensors are sensors attached to mobile devices or to the
user’s body. They can be used to acquire various parameters of a moving person,
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Table 3 Context data sources for each context category

Context Context data sources

categories | Internet applications and services Sensors
Web-based Social media Static sensors Mobile and
information wearable
services Sensors

Spatial Maps Media sharing site, Wi-fi, surveillance GPS, mobile
location-based social cameras, cell tower cameras
networks

Physical | Traffic and Sensors for Health

weather info temperature, monitoring
services humidity, pressure, devices
etc.

Personal Calendar Social networks, media Mobile
sharing site, forums, cameras,
blogs, wiki accelerometer

Technical | Yellow pages | Social networks Cell tower Bluetooth

Temporal | Calendar GPS, Mobile

cameras

Social Social networks, forums, Mobile
blogs, wiki cameras

such as location (through GPS), acceleration, speed, etc., as well as healthcare
status (blood pressure, body temperature, body weight etc.), and brain activity
(EEG, EMG, etc.).

In Table 3, we show the proposed context data source categorization, along with
some examples of context data sources that are used for acquiring each of the six
context categories.

3.3 Automation of Context Acquisition

The acquisition of context information from knowledge sources can be charac-
terised by various degrees of automation: manual (or explicit), semi-automatic, and
automatic (or implicit) [28]. Manual knowledge acquisition means that the
knowledge source requires user input for providing all necessary context infor-
mation to the LBS. In automatic knowledge acquisition, user input is not required
but the knowledge source is responsible of providing context information. Finally,
semi-automatic knowledge acquisition requires the combined input of both the user
and the knowledge source for providing context information to the LBS.
Generally, the spatial and temporal context is mainly acquired automatically
through the GPS embedded in the user’s device. Further automatic acquisition
sources for spatial context are the surveillance cameras and the Wi-fi point access.
Semi-automatic sources are the mobile cameras and the media sharing sites that
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Table 4 Level of automation for each context category and data sources

Context Level of automation
categories Manual Semi-automatic Automatic
Spatial Mobile cameras, GPS, Wi-fi, surveillance cameras
Media sharing site
Physical Sensors, health monitoring devices, traffic
and weather info services
Personal User Mobile cameras Social networks, media sharing sites,
profile forums, blogs, wiki, accelerometer
Technical Yellow pages, Social networks, Bluetooth
Temporal Mobile cameras GPS, calendar
Social Mobile cameras Social networks, forums, blogs, wiki

require the input of the user for recording and uploading multimedia data on the
sharing sites. Physical context is usually acquired in an automatic way through
sensors, health monitoring devices, or web information services. Personal context
can be acquired manually, by asking the user to fill out a personal profile,
semi-automatically by extracting information from videos recorded by the user
through the mobile cameras, or automatically by deriving personal information
from social media (user’s personal website, social networks, media sharing sites,
forums, etc.). Technical context is usually acquired in an automatic way through
yellow pages, social networks, and Bluetooth. Social context can be acquired
semi-automatically by extracting social information from videos recorded by the
user through the mobile cameras, or automatically by deriving social information
from social media in which the user is involved.

Table 4 summarizes the level of automation of the main context data sources
according to the context categories.

Over the last years, there has been a shift from manual to automatic context
acquisition. In an ideal scenario, context would be acquired automatically without
the need for manual acquisition in order to reduce the user’s workload. However,
this scenario is not already feasible in the real world because some context infor-
mation could not be sensed automatically and could be necessary to ask the user to
manually provide it.

3.4 Context-Aware LBS Systems Using Big Data: Context
Acquisition

This section takes an in-depth look at various context-aware LBS systems using big
data, developed in the period 2010—2014 and listed in the first column of Table 5.
The surveyed LBS systems have been analyzed according to the context categories,
the context data sources, and the level of automation of context acquisition, defined
in the previous sections. The results of this analysis are summarized in Table 5: the
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second column provides the context categories used by each LBS system; the third
column provides the context data sources used for acquiring context information;
the fourth column provides the level of automation of the acquisition process.

The table shows that all the surveyed LBS systems acquire spatial context
mainly from GPS embedded into the user device. This is quite obvious due to the
nature of LBSs. Most of the systems (60%) use personal context for personalizing
LBSs both acquiring it from social media and analyzing GPS data history. Tech-
nical context has been effectively employed by 50% of the surveyed LBS systems.
30% of the surveyed LBS systems use physical context acquired from web infor-
mation services, social media and sensors. Finally, few systems (20%) apply tem-
poral context acquired from GPS and social context acquired mainly from social
media. All the surveyed LBS systems acquire context in an automatic way. All the
data captured by the surveyed LBS systems has typical ‘4 V’ features of big data,
namely big volume, variety, high updating velocity, and low value.

iWISE [29] is a LBS cloud computing system that extracts location knowledge
from Internet text, pictures, videos, and other related multimedia and uses this
knowledge for supporting social awareness in the LBS discovery process. Spatial
context is extracted from multimedia material searched on the Web by the user.
A Web crawler is used to capture search multimedia content that is later analyzed
by a text and picture information processing modules that extract geological
locations. The spatial information is used to perform social awareness by recog-
nizing and extracting individual behaviors and community interaction characteris-
tics in real-time which are used for improving personalization and intelligence for
LBS:s.

Social Telescope [30] is a LBS that automatically compiles, indexes and ranks
locations, based on user interactions with locations in mobile social networks,
specifically by using geo-tweets made by Twitter users. A crawler records all public
user geo-tweets and converts them into 4-tuples of the form <user, location, time,
text>. Afterwards, locations are converted into semantic place names using the
location-based social network Foursquare [31] and a ranking process is performed
that ranks services according to the social popularity resulted from the crawled
geo-tweets.

Biancalana et al. [32] propose a social recommender system that provides rec-
ommendations for location-based queries. They extract both physical context
information (specifically, available service profiles and environmental conditions)
from popular data sources on the Web (e.g. Yellow Pages, weather and traffic report
services, Google Maps, Yelp, Zagat, etc.), and personal context information
(preferences and interests of the user) from folksonomies, forums, blogs, and social
networking sites.

SHERLOCK [33] is a system that provides LBSs based on the use of mobile
agents, ontologies and semantic techniques for personalizing the service request. It
acquires personal and technical context information from Web information
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providers and from the other devices, connected in a peer-to-peer (P2P) network.
A specific agent (called Alfred) is in charge of performing this acquisition task.
Moreover, spatio-temporal context information is acquired from GPS and P2P
network devices.

BOTTARI [34] is an application for personalized location-based recommenda-
tions rely on the opinions of the social media (specifically Twitter). It acquires two
main context information: technical context (e.g. service descriptions) from
Point-of-Interest’s (Pol) websites and location-based social networks (e.g. Yelp,
PoiFriend, Yahoo! Local, TrueLocal), and social context from Twitter. Tweets are
crawled by the semantic media crawler and opinion miner that extract users’
opinions on the Pol and rate them in positive, negative and neutral.

Zheng et al. [35] propose a collaborative recommendation system for
location-based queries. This system extracts spatial and personal context informa-
tion from GPS history data. Specifically, personal context (e.g. activity of the user)
is extracted from the user-generated text comments that the user can add to the GPS
data.

D’Ulizia et al. [36] provide a context-aware discovery system for delivering
personalized LBSs. The personalization is performed according to the following
five context categories: personal context (e.g. user profile) is acquired manually,
since the user has to fill in a form with his/her personal information; spatial and
temporal context are acquired from GPS; physical context (e.g. weather, traffic) is
acquired from web information services; technical context (e.g. service descrip-
tions) is acquired from web information providers and location-based social
networks.

GeoSPLIS (Geographic Semantic Personalized Location Information System)
[37] is a context-aware LBS that uses contextualized preferences of users regarding
Pols in order to personalize service delivering. To achieve that, the system collects
personal context (e.g. user profile) and social context (e.g. groups and relationships)
from the social network Google +, spatial context (e.g. location) and temporal
context (e.g. time, day) from GPS, and the physical context (e.g. weather) from a
web information provider.

KnockAround [38] is a P2P-based LBS application, which provides pull-type
LBSs. It enriches the spatial context (e.g. the user’s location), which is acquired
from static and mobile sensors (GPS, Cell tower, and Wi-fi), with the technical
context (e.g. service description) coming from text comments provided from sur-
rounding users visiting the same location.

Bao et al. [39] propose a context-aware and preference-aware location recom-
mender system. To achieve that, the system infers personal context (e.g. user
preferences and expertise) from the location histories extracted from GPS data, and
technical context (e.g. service descriptions) from the opinions of other people
extracted from location-based social networks (e.g. Foursquare).
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4 Context Representation in LBSs in the Big Data Era

The gathered contextual data need to be represented through a context model that
provides efficient structuring and retrieval of the huge amount of this gathered data.
In this chapter, we use the term “context model” to refer to the generic underlying
data structures and available operations that can be performed on them.

Several classifications of models for contextual knowledge representation have
been proposed in the literature, according to the scheme of data structure that has been
used to exchange contextual information. Chen and Kotz [17] identify the following
four context model categories: key-value, tagged encoding, object-oriented, and
logic-based models. Strang and Linnhoff-Popien [40] classified context models in the
following six categories: key-value, markup scheme, graphical, object oriented, logic
based, and ontology based models. Bettini et al. [41] classify context modeling
approaches into key-value, markup-based, object-role-based, spatial, and ontology-
based models.

A further classification more specific for big data models is given by Pop and
Cristea [42] that considers the following categories: structured data, text file data,
semi-structured data, key-value pair data, XML data, and RDF (Resource
Description Framework) data. This classification is referred to big data models and
does not focus specifically on contextual data.

A summary of these main classifications is provided in Table 6. In the first three
rows, we have grouped over the same column the context model categories that
overlap or that are similar according to the examples of context models provided in
the papers. Analysing the overlapping of these categories, we have observed that
the classification proposed by Strang and Linnhoff-Popien is the most inclusive one.
Therefore, hereafter we rely on that classification.

Comparing the classification of big data models provided by Pop and Cristea
[42] with the classification of context data models provided by Strang and
Linnhoff-Popien [40], we can observe that the key-value and markup scheme (e.g.
XML) categories are present in both classifications. The main difference between
these two classifications relies on the emphasis that is given to the structuring of
data. In big data models, indeed, the manner in which information is structured
profoundly influences the efficiency of the big data processing, exchange and
analysis. Therefore, the classification of big data models places a greater importance
on the level of data structuring.

To have a picture of the kinds of context and big data models applied in current
LBS systems, we have checked which kinds of models, among those categorised by
Strang and Linnhoff-Popien and Pop and Cristea, have been applied in the surveyed
LBS systems. Table 7 provides the results of this analysis. Specifically, we
observed that key-value and ontology-based models have been used as context data
representation models in the analysed LBS systems. Therefore, our analysis will
focus only on the following two classes: key-value and ontology-based models.
Specifically, each class is characterized in the following way:
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Table 7 The surveyed LBS systems and their data model representations

Context-aware | Context Big data representation
LBS systems representation
Key-value | Ontology | Key-value | Semi-structured | RDF | Structured
pair data |data
iWISE [29] v v
Social \/ \/
Telescope [30]
Biancalana \/ \/
et al. [32]
SHERLOCK v Vv
[33]
BOTTARI [34] v v
Zheng et al. \/ \/
[35]
D'Ulizia et al. | 4/ Vv
[36]
GeoSPLIS [37] v v
KnockAround \/ \/
[38]
Bao et al. [39] |4/ v

key-value models refer to context models that use key-value pairs that identify
the attributes and their values describing the context [43].

ontology-based models refer to models that use ontologies to represent concepts
and relations between concepts. They represent a uniform way for specifying the
model’s core concepts as well as sub-concepts and facts, thus enabling contextual
knowledge sharing and reuse [44]. Ontologies provide a generic and, at the same
time, formal way to “capture and specify the domain knowledge with its semantics”
[45] and, therefore, they turn out to be appropriate for handling contextual
knowledge. Various modeling web languages have been developed to express
ontologies, most of them based on XML [43] syntax. On 2004, the World Wide
Web Consortium (W3C) included two modeling web languages as recommended
semantic Web technology standards: Resource Description Framework (RDF) [46]
and Web Ontology Language (OWL) [47]. Both RDF and OWL provide a standard
for metadata about resources on the Web; however, OWL is an extension of RDF,
built to cope with the limitations of RDF, such as, for instance, the ability to define
classes in terms of other classes. Therefore, most of recent ontology-based LBS
systems use OWL as language to formalize context knowledge, as described in the
following ontology-based LBS systems.

Considering big data representation models, we observed that key-value pair,
structured, semi-structured, and RDF data models were used. Key-value pairs
model is the same described above. The other three classes can be described as
follows:
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Structured data models have records of columns and each column has a value
the meaning of which is consistent from record to record.

Semi-structured data models refer to models where there is no separation
between the data and the schema, and the amount of structure used depends on the
purpose.

RDF data models use triples that follow a subject—predicate—object structure.
The subject denotes the resource, and the predicate denotes traits or aspects of the
resource, and expresses a relationship between the subject and the object.

The first two columns of Table 7 show the surveyed LBS systems and their
context representations. The table shows that most of the surveyed context-aware
LBS systems (60%) use key-value model for representing context information.
Ontologies have been effectively employed by 40% of the surveyed LBS systems.

The last four columns of Table 7 show the surveyed LBS systems and their big
data representations. Most of the surveyed context-aware LBS systems use
key-value model (30%) and RDF data model (30%) for representing context
information.

The large use of the key-value model can be justified by its main simplicity to
implement and manage context information. However, this model has the main
drawback that is the limited capabilities in describing and managing complex
context information. Ontology-based model outperforms key-value model in the
capability to specify very complex context information, providing capabilities for
reasoning, knowledge sharing and reusing. On the other hand, ontology-based
model requires expensive efforts in defining the ontology.

In order to provide an evaluation of the surveyed LBS systems, we have
extracted a set of requirements, both from those proposed by Bettini et al. [41],
which can be applied for assessing the context models, and from those proposed by
Agrawal et al. [48], which can be applied for assessing the fulfillment of the big
data challenge. Specifically, the requirements of Bettini et al. [41] are the following:

1. mobility: the context model is able to adapt to the mobile environment;

2. heterogeneity: the context model is able to express and manage different types of
contextual information coming from multiple data sources;

3. relationships and dependencies: the context model is able to capture various
relationships, in particular dependency, between different context information;

4. timeliness: the context model is able to capture context histories (past and future
states);

5. reasoning: the context model is able to support context reasoning techniques in
order to derive new context facts from existing ones.

The requirements that we have extracted from of Agrawal et al. [48] are the
following:

6. scalability: the data model is able to scale up the system’s use of the data by
allowing it to handle an increasing variety of data sources;

7. privacy: the data model is able to prevent the inappropriate use of personal data,
which can particularly arise from linking of data from multiple sources;
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8. human collaboration: the data model is able to support input from multiple
distributed users, and their collaboration.

The fulfilment of these requirements ensures good performance of the context
model also from the point of view of the big data challenge.

In the remainder of this section, we take an in-depth look at the contextual
knowledge representation adopted by the surveyed LBS systems. Moreover, we
conclude this section with an evaluation of these systems according to all the
requirements introduced above.

4.1 Context-Aware LBS Systems Using Big Data: Context
Representation

This section takes an in-depth look at the context representation used by various
context-aware LBS systems using big data, developed in the period 2010-2014.

Social Telescope [30] uses a knowledge repository composed of 4-tuples of the
form <user, location, time, text>. The values of the tuples are extracted from all
public user geo-tweets crawled from Twitter. An indexer maintains indexes cor-
responding to the location, tags and user names, and updates the indexes each time
a new tuple is added in the repository.

Biancalana et al. [32] rely on a local database that is populated with information
extracted from Web data sources (Yellow Pages, Google Maps, Yelp, and Zagat
that provide business listings, phone numbers, and addresses). All this information
is stored in the local database along with plain tags, semantic tags, and
sub-categories. Plain tags are extracted by a keyphrase extraction module that
retrieves meaningful keyphrases from documents, while semantic tags and
sub-categories are extracted by the source-specific extractor. In Fig. 2 an example
of tuple stored in the local database is shown.

Zheng et al. [35] model the context information through multi-dimensional
arrays, called tensors. Specifically, users, locations, and activities are extracted from
GPS history data and they are stored in user-location-activity 3D tensors. Each
entry of the tensor denotes the frequency of a user visiting a location and doing an
activity there. Figure 3 shows an example of 3D tensor, where the bi-dimensional
array on the left represents the frequency of visiting Forbidden City, Bird’s Nest,
and Zhongguancun for Tourism, Exhibition and Shopping for the user named
Vincent.

Name Category Sub-category  City Address Phene w  Plain Tags Semantic Tags
{wine, pasta, {Take away: yes,
Eataly Restaurant Italian Rome Piazzale Xl Ontebre, 1492 | 069027 9201 | ... | pizza, meat) Meal served:
Dinner, ..}

Fig. 2 An example of tuple populating the local database of Biancalana et al. Figure adapted from
[32]
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Tourism  Exhibition Shopping

Forbidden City 5 ? ? Vincent

Bird's Nest "} 1 ? Alex ¥

*J
(o)}

Zhong guancun 1

Fig. 3 An example of user-location-activity tensor of Zheng et al. Figure adapted from [35]

D’Ulizia et al. [36] applies a key-value model to represent context information.
Specifically, they define three kinds of profiles (i.e. user, context, and service
profiles), each one represented as a set of typed attributes continuously monitored
and updated by the system. Figure 4 shows an example of user, context, and service
profiles used by D’Ulizia et al.: the first column contains the name and type of the
attributes and the last column contains the current value.

KnockAround [38] uses a database of context information that is distributed over
people’s smartphones and is dynamically updated by the users themselves.
A specific module, called Database populator, is in charge of continuously keeping
track of the user’s location and, if the current location is not yet registered in the
database, requesting to the user to provide information about it. This information is
stored in a database containing 11 attributes that are: id, latitude, longitude, name of
place, address, keyword, comment, date, shareable (boolean), event (boolean), and
bloom filter.

An instantiation of the context profile’s schema

Context User name Mario Rosst
profile
An mstantiation of the user profile’s schema Lyped Usec's location; User's Jocation:
i o S ) anributes  spatial coordinates (39.65749, —105.10458)
User profile User name Marno Rossi Cumrent_time: time Current_tume: 18:00
I'yped attributes  Residence: string  Residence: Florence Weather: string Weather: sunny
Profession: string  Profession: Researcher Traffic: string Traffic: low
Age: integer Age: 35
Language: string  Language: {English. An instantiation of the service profile’s schema
French}
Sport: string Sport: {football Service Service name Museum
: string s { all. 4
: wofile
basketball } PIOne
i it Chistos: Fisaatii Typed Location: spatial Location: (39.65677,
2 - -“P:H P AR T atmbutes  coordinates 105, 10444)
apane:
Ticket price: real Ticket price: 7.5
Hobby: sting Hobby: {gardening, CRELpar e
how-to} Style: string Style: {modernism,

futunsim, swrealism)
Opemng day: string Closing day: Thursday

Openmg howrs: time  Opening hours:
{9:00-18:00}

Tour time: int Tour time: 3
Guide language Guide language: {English,
siring French, Spanish}

Fig. 4 The user, context, and service profiles used by D’Ulizia et al. Figure adapted from [36]



Context-Awareness in Location Based Services ... 107

Bao et al. [39] use the following five key data structures in the form of tuples of
repositories and weighted hierarchy: user repository, which contains user profile
information, such as ID, name, age, gender, etc.; check-in repository, which con-
tains the locations visited by the user and commented in a location-based social
networks; venues, which are the locations associated with a pair of coordinates on a
map and a set of categories; user location history/matrix, in which each entry
denotes the number of visits of a user to a location; category hierarchy, which is a
weighted hierarchy where nodes occurring on a deeper layer denote the categories
of a finer granularity.

iWISE [29] relies on a location knowledge ontology that aggregates and indexes
all context information acquired from Internet text and pictures, as shown in Fig. 5.
This ontology is based on a multi-level location index that indexes the relationships
between locations. Each location contains the location geological information
obtained by processing Internet textual information (title, abstract, URL, etc.), and
pictures information (picture, URL, etc.).

SHERLOCK [33] uses an OWL ontology to represent and manage, in a dis-
tributed way, the context knowledge. The system starts with a basic ontology
containing the user’s common knowledge (device capabilities, username, etc.) and
basic terms. An agent, called Ontology Manager, has in charge of keeping the
ontologies shared by other surrounding devices and integrating them into its own
local ontology. Figure 6 shows the ontology defined in SHERLOCK for a
location-based transportation service.

BOTTARI [34] represents the context information through an ontology, shown
in Fig. 7, which uses two W3C vocabularies that are the SIOC vocabulary [49] for
defining UserAccount and Post and the WGS-84 vocabulary [50] for SpatialThing.
These two standard ontologies have been extended for representing the other

Location Ontology

ntle
L [ ; 1 I 1
2 1 Location | wext text | I abstract
= — text2 URL
o Location 2 {
/= =
/|2 Ly Location 3
/ o
/ =2 3
-1/ L ] — lextn
T {
LA
N : H 1
\ : - —{ picture ——— picrure | -—E picture |
N ™
NF| - I jpksez Y URL |
= % ————  Locationi
L3
Multi-level Index of Location picturem

Location-Knowlege OUntology

Fig. 5 The location knowledge ontology used by iWISE. Reprinted with kind permission from
Springer Science + Business Media: [29]
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»Bus Service (Tuzsa)
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i~ >Taxi Service

hasProwder some Tax
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_—» Transporiation Service
: ‘Shuttle Sen.rlce
some Shuttle

hasParamelers sorme Trans. Parameler
hasProvider some Trans. Provider

“™Tourist Information Service

4Service ——
.'I Name String __""--___‘
| hasf some P; s
hasProvider some Service Provider
| GPS Location
/ hasLattude double
/ hasLongitude doublo \
/ 4 Start
| Required Transport=_"<
7 Parameler I T
Thiﬂﬂ {—> Parameter—» Transportation<_ % Destination —»Hotel
Name String Parameter Optional Transport. ___» price
Type String Parameter x Shareable
\ Door2Door
L Luggage
\ ___»Bus
Transportation > Vehicle == >Taxi
PlateNumber String ™ Shuttle
hasPassenger some User

YService Provider
Provider

Fig. 6 The ontology used in SHERLOCK [33] for defining a location-based transportation

service. Reprinted from [33], with permission from Elsevier
sioc:UserAccount — twd:TwitterUser Legenda:
o twd:screenNamae|xsd:string) S0 and related vocabularies
— WIC WGS-84 vocabulary
— ROTTARI vocabulary

sioc id{xsd string)
g &
= Ef@

( siocicreator_of ¢
socPost twd:Tweet
3 twd messagel D{xsd:string)
twd messageTimeStamp{xsd string)
twd talksAboutPositively

sioc-content|xsd-string)

aPice /(M:..nm.m

Iz
5
{

geo:SpatialThing

A
:

geodong(xsd:float)
geo:alt(xsd-float)

Fig. 7 The BOTTARI ontology. Reprinted from [34], with permission from Elsevier

technical, social and spatial context features (i.e. TwitterUser, Tweet, NamedPlace

Ambience).
GeoSPLIS [38] adopts the schema.org ontology (http://schema.org/) to represent
people and place profiles and incorporates dynamically its RDF Schema version

This ontology allows representing physical and digital entities (persons, places
movies etc.), and also the connections between them. All data are stored in RDF

format using Sesame [51], an architecture for storing and querying RDF data
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4.2 Evaluation of Context Representation

This evaluation consisted in the analysis of the fulfillment of the requirements
introduced in Sect. 4 by the context models used in the surveyed LBS systems.
Table 8 summarizes the results of this evaluation. The plus sign indicates that the
context model fulfills the corresponding requirement, otherwise the minus sign is
used.

From the analysis of these results, we can observe that ontology-based models
(highlighted in dark-grey) meet most of the requirements. Specifically, all models
meet heterogeneity and human collaboration requirements and captures timeliness.
The majority of them (75%) meets also the mobility and scalability requirements,
captures relationships and dependencies of context information and supports con-
text reasoning. These results are consistent with the strengths of ontology-based
models described by Bettini et al. [41] that are the fulfillment of heterogeneity,
relationship and reasoning requirements.

On the contrary, key-value models (highlighted in light-grey) do not meet many
of the requirements. The most fulfilled requirements are the mobility, timeliness,
scalability and human collaboration that are met by 66% of key-value models. Half
of key-value models meets privacy requirement. Only one model (17%) meets
heterogeneity requirement and captures relationships and dependencies of context
information. Finally, no key-value model supports reasoning. These results are
consistent with some of the limitations of key-value models described by Bettini
et al. [41], which are the limited capabilities both in capturing relationships,
dependencies, timeliness and quality of context information, and in supporting
reasoning on context.

Therefore, ontology-based models outperform key-value models in all the
evaluated requirements.

5 Context Reasoning and Adaptation in LBSs in the Big
Data Era

After to be acquired and modelled, the contextual data are used to adapt services for
the user. Context adaptation, as defined by Klein et al. [52], is a system’s capability
of gathering information about the domain, evaluating this information and
changing its observable behaviour according to the current situation. In
context-aware LBSs, context adaptation means that the system is able to gather
contextual information and, according to that, to discover the appropriate service
among the available ones.

In this section, we analyse how LBS developers answered to the main research
questions, introduced in Sect. 2, concerning the context adaptation. First of all, we
analysed the adaptation strategies that can be applied for adapting LBSs (see
Sect. 5.1) to the current context. Second, we investigated the reasoning and filtering



Context-Awareness in Location Based Services ... 111

methodologies that can be used to select the most appropriate services to be
returned to the user (see Sect. 5.2). Third, we reviewed the possible degree of
automation of the adaptation process (see Sect. 5.3). Finally, in Sect. 5.4 a dis-
cussion about how the surveyed LBS systems answered to the three research issues
characterizing the phase of the context acquisition.

5.1 Adaptation Strategies

Adaptation is a fundamental property for the design of flexible LBS systems.
Generally, various forms of adaptation can be applied according to the kinds of
contextual information that is considered for adapting the list of services related to
the user request.

Benazzouz [53] identifies three classes of adaptation strategies: personalization,
recommendation, and reconfiguration. Personalization consists in the process of
tailoring system’s functionalities and behaviour to respond to the contextual
information (mainly user preferences). Recommendation makes use of user past
behaviour and preferences (user history) and community opinions to tailor system’s
functionalities and behaviour. Finally, reconfiguration considers only the technical
context (the technical aspects related to computing capabilities and resources, see
Sect. 3.1) and consists in replacing a system’s component that is no longer able to
deliver a service with similar services.

In this survey, we do not take into account reconfiguration, as it is not applied for
context-awareness by the surveyed LBS systems due to its limitation to adapt to
technical context only. Therefore, we consider personalization and recommenda-
tion. Of course, these two adaptation strategies are not exclusive and there are some
LBS systems which apply both together.

Personalization and recommendation are also addressed by Mokbel et al. [54] as
two main aspects of LBS 2.0, i.e. the new generation of LBSs, where users can
generate location-based content to be shared through location-based interaction
with other users. According to Mokbel et al., personalization consists in allowing
users to express their preferences which are taken into account when answering
queries. Recommendation consists in extracting community opinions and user
behaviour in order to identify the list of services to be returned to the user.

In the following sub-sections we give some more details about these two main
adaptation strategies applied in LBS systems.

5.1.1 Personalization
Personalization consists in the process of tailoring system’s functionalities and

behaviour to respond to the contextual information (mainly user preferences).
Zimmermann et al. [55] used the term personalization to refer to the tailoring of
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products, services, or content to user needs, goals, knowledge, interests, or other
characteristics.

In the provisioning of LBSs, personalization means to adapt the delivered ser-
vices to the preferences of the user. Therefore, the LBS system will elaborate
different answers to the same query depending on which user is querying the LBS.
In other words, the system delivers a set of services that is custom-tailored to the
individual needs.

To achieve that, the early approach that has been proposed in the literature is the
preference query processing that aims at finding the best answer according to a
certain preference method (such as top-k [56], skylines [57], k-dominance [58],
etc.). In this approach the best answer results from the preference method that
considers on the same level both spatial and non-spatial attributes. A further
approach is the k-nearest-neighbour (KNN) query processing [59] that shifts the
concept of “best” answer to the concept of “closest” answer by using distance-based
measures. A middle way between the two previous approaches is the
k-best-neighbour (KBN) query processing, in which both the user preferences and
context are taken into account for delivering the “best” services to the user.

5.1.2 Recommendation

Recommendation makes use of user past behaviour and preferences (user history)
and community opinions to tailor system’s functionalities and behaviour.

To achieve that, the main techniques used to enhance recommendation are
collaborative filtering and content-based filtering. Collaborative filtering [60] is
based on the opinions that people provide about available services. Opinions are
expressed through ratings that are then analysed to find similarities between users
and to predict possible services that user might like. Content-based filtering rec-
ommends services by analyzing service properties that are similar in individual’s
past queries. It requires the availability of service information and the monitoring of
user behavior.

Therefore, the main difference between collaborative filtering and content-based
filtering is that the former only uses ratings data to make predictions and recom-
mendations, while the latter uses features of users and services.

Several surveyed context-aware LBSs (that are Social Telescope, Biancalana
et al., BOTTARI, Zheng et al., KnockAround, Bao et al.) apply collaborative
filtering to make recommendation, and no LBS applies content-based filtering. This
is mainly due to the enhancement of the filtering process that is produced involving
people in the process of service rating. This is also confirmed by the increasing
availability of social networking systems and web portals that ask to rate and
provide opinions on services.
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5.2 Reasoning Methodologies

LBS systems can be categorized according to the technique for reasoning and
filtering the available services and selecting the most appropriate ones (in case
multiple services of the same type match with the user request) to be returned to the
user.

In the LBS literature, the following four kinds of service filtering techniques can
be distinguished: techniques based on similarity-based reasoning, techniques based
on collaborative filtering, techniques based on machine learning, techniques based
on rule-based reasoning. A brief description of these categories is given in the
following sub-sections.

5.2.1 Similarity-Based Reasoning

Similarity-based reasoning is a powerful tool to choose and classify available
services according to their relevance to a given query and to the contextual infor-
mation. It can be used for several aims in the context adaptation phase, such as to
compare users’ profiles and preferences in order to recommend similar services, to
match the description of a request with available services, and to compare the
current context with already known contexts.

In a recent survey, Guessoum et al. [61] explore the pervasive computing
environments where the similarity-based reasoning has been applied in the literature
and among them they include the service discovery and service recommendation.
Moreover, they list also various kinds of similarity measures used in these envi-
ronments that are summarised as follows: Pearson coefficient of correlation [62],
Cosine method [63], Euclidean distance [64], and feature-based semantic similarity
measures [65, 66].

Considering the surveyed context-aware LBSs, three of them (that are iWISE,
D’Ulizia et al., and Bao et al.) apply similarity-based reasoning and the following
kinds of similarity measures, respectively: social distance and user motion simi-
larity [29], semantic and typed structural similarity [37], and user similarity [31].

Similarity-based techniques have high flexibility, but limited precision and
recall.

5.2.2 Collaborative Filtering

Collaborative filtering selects the services to recommend according to how other
users, identified to be similar, ranked the services. This approach assumes that
users, who had had common interests in the past, tend to have similar tastes in the
future [67]. Therefore, users are asked to provide ratings of the services as their
feedback, which is used to find other users who have provided similar feedback.



114 P. Grifoni et al.

Collaborative filtering techniques can be classified in memory-based and
model-based [60]. The former finds users that are similar to the current user and
computes the prediction by aggregating the ratings of these users for the same
service asked by the current user. The latter provides service recommendation by
first developing a model of user ratings, which is generally based on a probabilistic
approach that allows computing the expected value of a user prediction, given
his/her ratings on other items.

The main advantage of memory-based collaborative filtering is the good accu-
racy of the predictions compared to model-based techniques. On the contrary, it is
time-consuming as it uses the whole database to make a prediction.

Model-based collaborative filtering is faster compared to memory-based because
it queries a model instead of the whole dataset of the user ratings. This advantage
turns out to be a disadvantage, because using a restricted set of data can make the
prediction accuracy worse.

5.2.3 Machine Learning

Reasoning techniques based on machine learning uses data about previous user
preferences and activities to first learn a predictive model, which is then used to
predict the future services to recommend to the user.

To this aim, several machine learning techniques have been used in the LBS
literature, which can be roughly classified in supervised learning techniques (e.g.
[29]) and unsupervised learning techniques (e.g. [32]).

Supervised learning requires the training data to be pre-classified (or labelled).
Therefore, each training example is associated with a unique label representing the
class (i.e. possible services to recommend) in which the item belongs. This means
that the classes have to be defined according to the labelling of the training data.
Supervised learning techniques include Bayesian networks, Hidden Markov
Models, logistic regression, support vector machine, etc. Supervised learning
approaches require good training data which is often not easy to obtain.

On the contrary, unsupervised learning methods do not require pre-classification
of the training examples. These techniques include artificial neural networks, suffix
trees, clustering techniques, etc. Unsupervised learning techniques have the
advantage of uncovering unanticipated services. However, this advantage turns out
to be a disadvantage, because without any pre-classification these techniques may
found a classification of possible services to recommend that is not relevant.

5.2.4 Rule-Based Reasoning

Rule-based reasoning makes use of a domain knowledge and heuristics to define
causal relationships between context information and available services through a
set of rules and a set of activation conditions for these rules. The rules are generally
specified through if-then statements that define the possible contextual
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configurations (for instance “if the temperature is between 23 °C and 35 °C and the
day is Sunday then provide me a list of seaside resorts that are closer than 100 km
from here). They are specified by the system’s developer before the operation of the
system.

Techniques based on rule-based reasoning are characterized by high precision
and recall, but low flexibility.

Rule-based reasoning is generally applied by ontology-based LBS systems as a
powerful tool for representing additional attributes that cannot naturally be inferred
using traditional ontological models [68]. Considering the surveyed context-aware
LBSs, SHERLOCK and GeoSPLIS use rule-based reasoning over their ontological
model. Specifically, SHERLOCK uses of a reasoner based on Description Logics
(DL) [69] that enables the system to infer information about the objects that a user
device discovers and select the most appropriate service providers according to the
collected contextual information. GeoSPLIS uses RuleML [70] and Jess [71]
compatible rules to model user preferences and available services.

5.3 Automation of Context Adaptation

The adaptation of the system’s response to the context information can be char-
acterised by various degrees of automation. Schou [72] identifies two kinds of
adaptation according to the degree of automation:

1. self-adaptation, if the system adapts without any interaction with the user, and
2. controlled adaptation, if the user makes decisions and the system automates the
change of behaviour.

The main inconvenience of self-adaptation relies in the fact that the user might
get a feeling of losing control over the system. On the contrary, controlled adap-
tation could require too much interaction of the user with the system [73]. These
two degree of automation represent the extreme cases. Many context adaptation
approaches have been developed as a middle way between them, for instance, by
requiring user permission before applying adaptation. We refer to this case as
semi-controlled adaptation.

Two terms that are often used to refer to self-adaptation are adaptability and
adaptivity. Adaptability refers to self-adaptation which is based on knowledge
(concerning the user, the environment, the context of use, etc.) available to (or,
acquired by) the system prior to the initiation of interaction [74]. Adaptivity refers
to self-adaptation which is based on knowledge (concerning the user, the envi-
ronment, the context of use, etc.) that is acquired and/or maintained by the system
during interactive session [74].
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5.4 Context-Aware LBS Systems Using Big Data: Context
Reasoning and Adaptation

In this section, the surveyed LBS systems have been analyzed according to the
adaptation strategies, the reasoning techniques, and the degree of automation of
context adaptation, defined in the previous sections. The results of this analysis are
summarized in Table 9: the second column provides the adaptation strategies
applied by each LBS system, the third column provides the reasoning technique,
and the fourth column provides the degree of automation of the adaptation process.

The table shows that four surveyed LBS systems (40%) apply personalization as
adaptation strategy, while two systems (20%) apply recommendation, and four
systems apply both together (40%). Considering reasoning techniques, half of the
systems (50%) use collaborative filtering, among which 30% use model-based
collaborative filtering and 20% memory-based collaborative filtering. It is inter-
esting to note that all the LBS systems that apply collaborative filtering rely on
recommendation strategy. Similarity-based reasoning is applied by 30% of the
surveyed LSB systems (all relying on a personalization strategy). Finally, few
systems (20%) apply machine learning and rule-based reasoning (all relying on a
personalization strategy). Regarding the degree of automation, the majority of the
surveyed LBS systems (70%) apply self-adaptation, while the remaining 30% uses a
controlled adaptation.

iWISE [29] provides a three layer structure for performing the LBS service
discovery. The first layer, called laaS (Infrastructure as a Service) provides
real-time precise positioning technology for collecting location related data. The
second layer, called PaaS (Platform as a Service) is responsible for location
resource aggregation and management. It extracts location knowledge from Internet
multimedia information to associate with corresponding locations. Finally, the third
layer, called SaaS (Software as a Service), analyses and process all captured
locations and user data for performing location-based social awareness. Specifi-
cally, it implements four kinds of algorithms for social awareness: (i) semantic
awareness for locations, which includes the computation of social distance between
locations; (ii) location-based user relationship awareness, which mines social net-
work relationships and user habits by comparing similarity between user motions;
(iii) user mobility awareness that analyses periodic behaviors in user movements
and constructs a dynamic Bayesian network for user motion detection and pre-
diction; (iv) location-based social characteristic awareness, which uncovers
behavioral patterns from user activities. This social awareness is used to find
locations with higher relevance with users’ current locations and self-adapting
information to deliver to users.

Social Telescope [30] applies recommendation as adaptation strategy and col-
laborative filtering as reasoning technique. The context aware service discovery,
indeed, acts in the following way. The system first computes the set of services
based on the matching with the user request. Next, it ranks these services according
to the social popularity resulted from the geo-tweets crawled from Twitter. The
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popularity is computed by giving weights to users proportionally to their expertise
(that is a function of the number of using that service).

Biancalana et al. [32] apply recommendation as adaptation and an unsupervised
machine learning technique based on artificial neural networks as method for fil-
tering the available Pols. Specifically, the current contextual features and the fea-
tures of the Pol extracted and stored in the local database are given in input to the
context-aware recommendation engine that is based on a feed-forward multi-layer
neural network with one hidden layer. This artificial neural network maps the input
vector to one of the five classes (from 0 = non interesting to 4 = very interesting)
representing how close the Pol is to the user current context. The highly ranked
results are put on top of the returned list of Pols.

SHERLOCK [33] uses mobile agents and description logic (DL) reasoning to
represent and manage the knowledge and to guide the user in the process of
selecting the LBS that best fits his/her needs. The service discovery process is
composed of the following two steps: (i) request generation, which searches in the
local ontology for services that can be interesting for the user and helps him/her to
generate a request using ontology-guided mechanisms and DL reasoner, and
(ii) request processing, which connects to other devices and third-party information
providers to retrieve further information interesting for the user request.

BOTTARI [34] provides personalized recommendations of Pols based on
weighted opinions of the social media community. It is based on an ontology-based
information integration platform, called LarKC [75], that uses three plug-ins for
computing the recommendations: the Sor plug-in orders the available Pols by
distance from the location of the user; the Suns plug-in orders the Pols by the
estimated probability that the user like them considering his/her preferences; the Sld
plug-in orders the Pols by the number of tweets that talk positively in a fixed period.
Afterwards, a query evaluator computes the global answer from the three lists
outputted by the plug-ins.

Zheng et al. [35] propose a collaborative filtering algorithm to provide person-
alized recommendations to users. The algorithm uses a ranking-based collective
tensor (i.e. a multi-dimensional array) and matrix factorization model to provide
personalized recommendations. It formulates the recommendation as a ranking
problem and tries to optimize the ranking performance by exploiting information
about user-user similarity, location features, activity-activity correlations and
user-location visiting preferences.

D’Ulizia et al. [36] address the problem of providing LBSs personalized on the
base of the user profile and context. They use a similarity assessment method that
combines two types of similarity models, namely semantic and structural typed [76]
[77]. The semantic similarity model evaluates conceptual similarities between
available service names and the requested service name. The structural typed
similarity model aims at assessing the similarity of the attributes and types of the
user, context and service profiles in order to make the user request more precise and
selective.

GeoSPLIS [37] provides proactive, personalized and contextualized information
to each user by using a rule-based reasoning approach to select and rank the
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available Pols. The user provides their preferences concerning POIs by authoring
rules through a web editor. These rules are then translated into RuleML [70] and
then into the Jess rule engine so that to be machine understandable. The Jess rule
engine takes as input data about user context and nearby Pols and evaluates user’s
rules and places’ rules using the input data. If the rule is fulfilled than the corre-
sponding place is considered relevant for the user and it is visualized on Google
Maps.

KnockAround [38] provides a P2P pull-type LBS system that exploits the
location information already uncovered by the surrounding people to recommend
Pols to a user. A specific module, called information retriever, is in charge of
searching through the local database, populated by the people during their
day-to-day visits, and trying to partially match the user request against the
place-name, keywords or comments in the database entries, which fall within the
acceptable range of distance. The search results are sorted in ascending order of
distance.

Bao et al. [39] propose a location-based preference-aware recommender system
that simultaneously considers current user location, user preferences and social
opinions for making recommendations of a service. The selection and rating of the
possible services is performed by the online recommendation component, which
applies both similarity reasoning and collaborative filtering to this aim. This
component first selects the candidate local experts and services in the user specified
spatial range that best fit user preferences. Secondly, it computes similarity scores
between the user and the selected local experts. These similarity scores are inputted
to a collaborative filtering algorithm that infers the rating that the user would give to
the candidate services. The services with high predict ratings are recommended to
the user.

6 Open Challenges of Context-Aware LBSs

In the previous sections, we have analysed how several recent context-aware LBS
systems have answered to the main issues occurring during context acquisition,
context representation, and context reasoning and adaptation. However, many open
challenges still remain to be solved. In this section, we briefly discuss the open
challenges related to the three main phases of the context-awareness process, and
resulted from both the literature and the analysis of the surveyed LBS systems.

6.1 Challenges in Context Acquisition

The privacy is one of the main open challenges that need to be considered when
capturing and using contextual knowledge in context-aware LBSs. It is important
that LBS users can control their personal information and that the LBS system asks
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for authorization to collect them. Many endeavours have been made in fostering the
privacy in context-aware LBSs [78, 79]. Further work is necessary to integrate
effectively privacy management within the service discovery process to enhance
LBS users’ privacy.

Another open challenge in context acquisition is the presence of missing values
in the contextual data acquired by sensors due to possible inefficiencies in sensor
hardware and unstable network communication. This fact causes a loss in the
accuracy of personalized service discovery. To solve this problem, acquired con-
textual data need to be cleaned by filling missing values, removing outliers, vali-
dating context via multiple sources, and many more [80].

Further challenges may be deducted from the results of our analysis. As dis-
cussed in Sect. 3.4 (see Table 5), many existing LBS systems do not yet acquire all
kinds of context categories and very few systems use temporal and social context to
recommend personalised services to users. Moreover, the use of sensors is mainly
restricted to GPS and networks of P2P devices, despite of the availability of further
types of static, wearable and mobile sensors (e.g. accelerometer, environmental
sensors, healthcare sensors, etc.). Therefore, an open challenge is the exploration of
new techniques to capture easily all kinds of contextual data (spatial, physical,
personal, technical, temporal, and social) from different types of sensors (static,
mobile, and wearable), as well as Web-based information services, in order to
improve context-awareness process in LBS systems.

6.2 Challenges in Context Representation

The main challenge of context representation is the lack of a standard representation
for context. Despite the definition of various context representation models (see
Sect. 4), current LBS systems rely on specific representations of contextual data.
This lack in standardization restricts the portability, sharing and re-use of contextual
data across different systems. Therefore, future work on context representation
should address the definition of a standardized representation as well as a mapping
from existing context representation models to this standard.

Moreover, results of the evaluation of context models used by the surveyed LBS
systems, provided in Sect. 4.3, have shown that there is a lack of LBS systems that
meet all the requirements of mobility, heterogeneity, timeliness, relationships and
dependencies, and reasoning (as proposed by Bettini et al. [41]). Therefore, future
research should investigate how to define a standardized context representation able
to fulfill all these requirements.
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6.3 Challenges in Context Reasoning and Adaptation

Context reasoning and adaptation has some open challenges concerning the per-
sonalization and the recommendation strategies.

Context-aware LBS systems relying on personalization have to face three major
challenges in the next years that are the privacy, accuracy of personalized results,
and accessibility.

The contextual information that drives personalization is normally based upon
user’s personal information and that gives rise to the privacy challenge. It is nec-
essary, indeed, that the user gives his/her consensus with respect to what personal
information to share with the surrounding services in order to encompass the ser-
vice provisioning based on personal information. In this direction, as said before,
further efforts are necessary to integrate effectively privacy management within the
service discovery process.

The more available is the contextual information, the more reliable will be the
personalization of services to be returned to the user. Hence, there is a clear
trade-off between the accuracy of the personalization and the privacy of users’ data
[81]. Many endeavours have been made in enhancing the accuracy of personal-
ization preserving user’s privacy [81].

Accessibility is a further open challenge that is strictly connected with the
availability of user-friendly interfaces for LBS systems. Improving accessibility can
be realized, indeed, by designing user interfaces in such a way to ensure an easy
interaction with the system and to enable the request and delivering of service
information through customized multimedia and multimodal channels [82-85].
Future work in this field should explore how to adapt the interfaces of LBSs
according to the user dynamic interactive behavior [86, 87].

Therefore, future work on personalized context-aware LBSs should investigate
new adaptivity solutions characterized by more accessibility, accuracy and privacy
preservation.

Context-aware LBS systems relying on recommendation face two major chal-
lenges that are the cold start problem and the data sparseness.

The cold start problem occurs when new users or new services are entered in the
system and, therefore, the system does not have enough information (e.g., ratings,
browsing history, etc.) to provide the new user with accurate recommendations or to
reliably recommend the new service to any user [88]. As having new users or new
services is a common situation for location-based recommender systems, the cold
start problem is an interesting research challenge that recent works are trying to
solve [88, 89].

Data sparseness arises from the fact that users generally rate only a limited
number of services and, therefore, the user-service matrix, containing the ratings of
services for each user, is generally very sparse. This fact influences the accuracy of
recommendations because the system does not allow accurately predicting the user
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interest in a service using such a sparse matrix. Current research is investigating
how to enhance the accuracy of recommendations by using additional information,
such as user generated content and social relationships [90-92].

7 Conclusion

In this survey, we discussed the problem of context-awareness in location-based
services and gave an overview of the existing context-aware LBS systems. In
particular, we discussed the main steps of the context-awareness process for LBS
systems, i.e. context acquisition, context representation, and context reasoning and
adaptation, and we reviewed and evaluated some existing LBS systems according
to these three perspectives. Finally, we have presented some open challenges and
future directions of this research field.
From this overview, the following conclusions can be drawn:

e all the surveyed LBS systems acquires spatial context mainly from GPS
embedded into the user device. Most of the systems (60%) use personal context
for personalizing LBSs both acquiring it from social media and analyzing GPS
data history. Technical context has been effectively employed by 50% of the
surveyed LBS systems. 30% of the surveyed LBS systems use physical context
acquired from web information services, social media and sensors. Finally, few
systems (20%) apply temporal context acquired from GPS and social context
acquired mainly from social media. All the surveyed LBS systems acquire
context in an automatic way.

e most of the surveyed context-aware LBS systems (60%) use key-value model
for representing context information. Ontologies have been effectively
employed by 40% of the surveyed LBS systems. This is due mainly to the main
simplicity to implement and manage context information and the
time-consuming and costly creation of ontologies. However, ontology-based
models outperform key-value models in all the evaluated requirements (mo-
bility, heterogeneity, relationships and dependencies, timeliness, and reasoning).
Therefore, the simplicity of key-value models win over the better performance
of ontology-based models.

e concerning the context reasoning and adaptation, most of the surveyed LBS
systems (80%) apply either personalization or personalization and recommen-
dation both together, and collaborative filtering is the most used reasoning
technique applied by half of the systems. Moreover, the majority of the surveyed
LBS systems (70%) apply self-adaptation.
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Mobile Big Data in Vehicular Networks:
The Road to Internet of Vehicles

Ali Kamouch, Abdelaali Chaoub and Zouhair Guennoun

Abstract In the emerging 5G communication systems, the need for advanced data
handling technologies will be more crucial than ever. In addition, handling data gen-
erated by Internet of Things (IoT) is a promising challenge for both scientists and
business. Internet of Vehicles (IoV) is a key member of the Internet of Things (IoT)
family to improve road safety and improve driving experience. In this vision, collect-
ing and processing Big data generated by vehicles is a real challenge in the specific
context of vehicles. Big data means that data cannot be handled by conventional in-
formation systems. The volume of data in the Big data era is such that it cannot be
loaded into a single machine. It also implies that most traditional methods of data
mining and data analysis developed for centralized architectures will not be applica-
ble. In this context, this chapter discuss the interaction of Internet of vehicles and Big
data technologies. First, we present the evolution of IoV and its features. Second, we
discuss the data life cycle and big data challenges in vehicular context. Finally, IoV
Big data and data model are discussed.

1 Introduction

Recent years have seen the emergence of the concept of smart cities as a promising
type of urban development aimed at improving the quality of services and reducing
their costs. Smart cities make use of new information and communication technolo-
gies to meet the increasing social, economic and environmental needs of modern
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cities. In smart cities, the object would have the capability to connect with each other
through heterogeneous networks, which is also termed as Internet of thing (IoT). IoT
is a system of interconnected objects equipped with the capabilities of communi-
cating and transferring data through wired or wireless networks without requiring
man-to-computer interactions. According to a study by the European Commission,
IoT is a “pervasive innovative technology building on the universal connectivity of
things and people” [1]. IoT is an emerging technology that promises to radically
change our vision of the Internet by providing the objects of everyday life with com-
munication and computing abilities. Allowing these devices to generate, exchange
and process data with minimal human intervention. IoT aims to give another dimen-
sion to the conventional Internet towards a hyperconnected world and smart cities by
expanding adoption of IP-based communications together with ubiquitous connec-
tivity through interoperability between different existing communication systems.

Internet of Vehicle (IoV) is a member of the IoT family in which smart vehi-
cles will play the role of nodes. Within the Context of the IoV, the vehicles will
be equipped with several sensors to retrieve speed, position and engines conditions.
Personal devices will also be used for collection of data related to the use of appli-
cations. In this chapter we will decorticate the important elements to manage loV
Big Data. We first present notions relating to IoT. Then, we will discuss evolution
of vehicular networks from vehicular Adhoc to the internet of vehicles. Finally, we
will detail the architecture and the management models of IoV Big data.

2 Internet of Things Communication Models

IoT allows to link intelligent objects with different protocol stack, security features
and access technologies. Therefore, it would be useful to see how these objects can
connect with each other and with services hosted in the cloud. RFC 7452 defines
four communication models used in IoT [2]. In this part we describe these models
and discuss their key characteristics.

2.1 Device-to-Device Pattern

Device-to-Device pattern describes a direct communication between two devices
coming from different manufacturers (Fig. 1). Various aspects of the protocol stack
must be designed to ensure this communication: physical medium technology, sup-
ported IP version, IP address assignment mechanism, communication architecture
model (peer-to-peer or client-server), Service discovery mechanism, transport proto-
col and application layer. To avoid redundant development efforts, an open approach
must be adopted to meet the security and privacy requirements. It includes security
threats definition, services to be deployed to deal with the defined threats, the layer
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Fig. 1 Device-to-Device
communication pattern [2]
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Fig. 2 Device-to-Cloud
communication pattern [2]
Cloud services
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on which these services are deployed, and implications that design decisions will
have on the privacy preservation.

2.2 Device-to-Cloud Communication Pattern

Device-to-Cloud model allows a device to connect to a cloud service of the same
manufacturer using wired or wireless traditional access technologies or even cellu-
lar networks. It also allows to connect to the smart objects of the same cloud provider
without any concern of interoperability, since the entire communication takes place
at the level of service provider. However, the use of standardized protocols and mech-
anisms greatly reduces the cost of designing, implementing and verifying smart ob-
jects. To integrate an object from a third party, the cloud interface must be available
and different standards can be used, such as, Constrained application (CoAP), Data-
gram Transport Layer Security (DTLS), UDP, IP, etc., as shown in Fig. 2. Moreover,
dependence on a single service provider can make hardware unusable elsewhere.
The device manufacturers must make available the source code of the object and/or
allow the installation of a new IoT operating system on their devices.

2.3 Device-to-Gateway Communication Pattern

In the Device-to-Gateway model, smart objects connect to cloud services through a
gateway that serves as an intermediary between the objects and the service provider.
The gateway made it possible to disregard the access technology used in devices.
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Fig.3 Device-to-Gateway communication pattern [2]

It also provides security features and translation capabilities for data and protocols.
This method of abstraction allows the integration of objects that use less-widely-
available access technologies, such as Low Rate Wireless Personal Area Networks
(LR WPAN) IEEE 802.15.4, or specific authentication mechanisms. However, this
can increase the complexity and cost of installations for end users. To reduce this
complexity, efforts are made by intelligent object manufacturers to develop generic
gateways using generic internet protocols (Fig. 3).

2.4 Back-End Data Sharing Pattern

The Back-End Data Sharing Pattern (Fig. 4) is an extension of device-to-cloud com-
munication model. It allows a smart object to be connected to multiple vendors
at the same time. This also, makes end users independent from the cloud service
provider. It also offers the ability to process data in combination with other infor-
mation from sources connected to third-party providers. To this end, a federated ap-
proach is needed for authentication and authorization technologies (like OAuth 2.0).
it is also important to develop cloud applications programmer interfaces (APIs) are
needed to achieve interoperability of smart device data hosted in the cloud. How-
ever, despite the use of standard protocols, this model often leads to data silos and
therefore can not completely overcome closed systems [3].
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Fig. 4 Back-End data sharing pattern [2]

3 From Vehicular Networks to Internet of Vehicles

3.1 Vehicular Adhoc Networks Evolution

3.1.1 Evolution of the Automotive Market and Its Impact

The number of vehicles has exploded in recent years to reach a billion vehicles world-
wide [4]. This number is expected to increase in the coming years to reach 25 billions
by 2030 (Fig. 5). This leads to longer congestion and longer waiting periods in addi-
tion to a higher number of traffic accidents affecting the populations quality of life.
Beyond the direct costs associated with additional wasted time on roads and mo-
bility reduction, congestion imposes other costs such as unreliability cost, vehicle
operating cost and emission cost. According to a study by US Department of Trans-
portation, the annual cost of congestion in urban roads is estimated to $85 billions
in 2009 (Fig. 6).

3.1.2 Vehicular Adhoc Networks

The development of vehicular networks can provide solutions for problems of con-
gestion and inefficient traffic. Mainly by allowing vehicles to exchange alerts relat-
ing to potential road hazards. vehicular Adhoc networks (VANETS) have been in-
troduced to enable vehicles to exchange information without the need for massive
infrastructure deployment along roads. WIFI (802.11x) based technologies were the
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most commonly used to support car-to-car communications in an Adhoc fashion.
This technology quickly proved to be unsuitable for the very dynamic context of
vehicular networks. Currently, Dedicated Short-range Communication (DSRC) is
adopted as the standard VANET system. Development of vehicular networks was
conducted under the general theme of Intelligent Transport Systems (ITS). Many
efforts have been made by academia and industry to achieve a mature standard for
deploying ITS services.
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Two wireless devices are used in a DSRC system: On Board Units (OBU) and
Road Side Units RSU). Vehicle-to-Roadside (V2R) is ensured by OBU and RSU
while direct vehicle-to-vehicle (V2V) is achieved via OBU. The direct communi-
cation between vehicles reduces latency which allow a fast propagation of security
warning. In addition, the GeoNetworking based on the vehicle position allows an
efficient dissemination of the information along the road [6].

DSRC applications use a frequency band of 75 MHz located around the frequency
5.9 GHz. The frequency allocation in DSRC is shown in Fig. 7. DSRC frequency
band consists of a guard band of 5 MHz and seven channels of 10 MHz each. Channel
178 is a control channel (CCH) used for transmission of short high priority messages
and management data. The other six service channels (SCH) are used for the trans-
mission of other data [7]. Three familly of standards are involved in DSRC/WAVE
standard. Namely: IEEE 1609 standards which define the communication services.
The standard SAE J2735 DSRC which implement the application level needed to
exchange messages. In addition the IEEE 802.11p, which is a modification of IEEE
802.11 define the wireless access for WAVE/DSRC to support ITS applications [8].
DSRC/WAVE protocol stack is shown in Fig. 8. WAVE Physical layer is defined by
the standard IEEE 802.11p, while IEEE 1609.4 multi-channel and IEEE 802.11p de-
fine the upper and lower MAC layers respectively. The logical layer control (LLC)
is defined by the standard IEEE 802.2.

Despite the potential interest of the VANET networks in improving the driving ex-
perience and preventing road casualties, this technology had little commercial pene-
tration. The government and manufacturers remains skeptical about the effectiveness
of the investments to be put in place for the deployment of this technology. In fact,
only basic versions of VANETSs have been deployed in developed countries such as
USA and Japan [9]. This underscores the importance of designing a more reliable
and market-oriented vehicular network. In addition to providing communication ca-
pability to vehicles, IoV must be able to have a great market penetration due to the
opportunities assessed for this upcoming technology.

Control
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Fig. 7 DSRC frequency allocation
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Fig. 8 DSRC protocol stack

3.2 Internet of Vehicles

3.2.1 Motivation

IoV is the application of IoT in the field of transportation. It aims to provide vehicles
with communication capabilities without the need of a man-to-computer interaction.
It also enable gathering and processing information on vehicles and surrounds. This
information is collected from connected “Things” such as radio frequency identifi-
cation (RFID), Global Positioning System (GPS), sensors and any other connected
device. This emerging technology, part of the 5th Generation, will allow a real-
time exchange of information on urban transport through internet technology. The
processing of such information will contribute in reducing crashes, congestion costs
and greenhouse gas emissions and improving driving safety. From a network per-
spective, IoV can be conceived as a dynamic system allowing Vehicle-to-Vehicle
(V2V), Vehicle-to-Infrastructure (V2I), Vehicle-to-Cloud (V2C) and Vehicle-to-
Human (V2H communications. The processing of retrieved big data will provide
an efficient supervision of Vehicle nodes and provide services and applications from
the public internet network and cloud platforms.

Various motivations have stimulated the search for a reliable communication sys-
tem to improve road safety and exploit the commercialization opportunities expected
for this segment. VANETS are encountering difficulties to penetrate in the market de-
spite the projected opportunities. In addition, the number of road casualties has con-
tinued to increase according to the reports of the World Health Organization [10]

Among the major limitations of VANETS networks we can cite:

« Disruptions in vehicular communications and intermittent communication losses
make it impossible for the VANET networks to provide the reliability required to
support ITS applications without interruption [11].
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« Internet connectivity is a prerequisite for many commercial applications. How-
ever, this can only be ensured in the ubiquitous RSU connection. Unfortunately,
such full coverage is not practical or very expensive in terms of deployment and
maintenance [12].

e Dependency on network users is a major concern that makes the services of
VANETS networks unreliable.

e The need to include vehicular networks in the ongoing development of IoT which
represents enormous opportunities. Estimated annual revenues range from $210
billion to $374 billions.

3.2.2 IoV Architecture Model

IoT is a theme that evolves from ITS VANET to meet the growing needs in smart
vehicles that can benefit from the recent developments in information technology.
To this end, oV must be able to interface with several types of wireless access net-
works to allow smart vehicles to be connected anytime and anywhere. In addition
to communications defined for VANET networks, the IoV architecture model sup-
ports other types such as Vehicle-to-Infrastructure (V2I), Vehicle-to-Device (V2D)
and Vehicle-to-Sensors (V2S) (Fig.9). In [13], Kaiwartya et al. propose a layered
architecture for IoV. This architecture consists of five layers to allow an IoV object
to access services of artificial intelligence through heterogeneous access networks.

Fig. 9 IoV communication types
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This architecture also contains application layer and business layer which represent
the operational management module of IoV. IoV architecture is depicted in Fig. 10.

In this model, the perception layer is responsible for collecting data from both
vehicle itself and the people on board. Information relating to the vehicle is collected
using sensors and actuators connected to the vehicle. This includes vehicle speed,
direction, engine condition, traffic density, etc. The perception layer also collects
infotainment information from the personal devices used by people on board. This
layer is also responsible for the conversion of data for the coordination layer. To
do this, the collection and transformation of data must be done in an efficient way
in terms of energy and cost. These data are passed to the coordination layer which
process information from different sources and format them in a structure that can be
processed in a heterogeneous network context. This poses a challenge to establish a
unified process of cooperation between various supported access networks that can
be WAVE, Wi-Fi, 4G/LTE or stallite networks.



Mobile Big Data in Vehicular Networks ... 139

The third layer in this model is the artificial intelligence layer. It is the core of
IoV and is responsible for storing and processing data. The essential components of
this layer are: virtual could computing (VCC), Bid data analysis (BDA) and expert
system.

The fourth layer provides smart applications of driving safety as well as those
of infotainment based on the web. In addition to the applications already included
in the ITS VANET standard, this layer provides commercial applications and smart
services based on the analysis performed at the artificial intelligence layer. The appli-
cation layer also allows efficient discovery of available services and supplies appli-
cation use information to the business layer. Based on this information, the business
layer is used to assist decision-making in the development of business models in the
light of provided statistics.

4 Big Data and Internet of Vehicles

4.1 IoV Big Data Requirements and Challenges

Vehicles equipped with oV technology would generate enormous amounts of data
through different embedded sensors and actuators. This information is very useful for
ensuring safe driving, managing infrastructure and fighting pollution caused by ve-
hicles. For this, it is very primordial that this information is collected, stored and
processed in an efficient way so that it can be exploited at the various levels of
decision-making processes. A global architecture is essentially composed of three
elements: users, connection and Cloud. An IoV data processing architecture must
ensure a deep understanding of users and their devices, an uninterrupted connection
connection based on ubiquitous coverage provided by heterogeneous networks and
finally powerful tools to analyze the data and find the various common patterns. To
manage the Big Data generated by the IoV, a Cloud Platform as a Service (PaaS)
environment is the most appropriate since it allows the mutualization of systems and
offers a great elasticity and capacity to adapt automatically to the demand.

4.2 IoV Could Computing Architecture

The cloud allows remote resources and services to be used instead of local resources.
It has the advantage of having more standardized assignments such as broad network
access, resource pooling, rapid elasticity and customized on demand services [14].
Cloud computing providers offer their services according to three models: Software
as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service
(TaaS) (Fig. 11). In a SaaS model, the user runs applications installed on the cloud in-
frastructure. Applications can be accessed via a web browser or a locally installed in-
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terface. The user cannot manage the underlying infrastructure nor even the attributes
of the applications except possibly, for a limited configuration of specific parameters.
The PaaS model offers the user the ability to deploy consumer-created or acquired
applications. It provide the user with libraries, services and tools for the creation and
development of its applications. The consumer does not manage or control the under-
lying cloud infrastructure including network, servers, operating systems, or storage.
In [aaS, a cloud user can run an arbitrary software using provided resources such as
processing, storage, networks, and other fundamental computing resources. In this
model, user does not manage or control the underlying cloud infrastructure but has
control over operating systems, storage, and deployed applications.

4.3 IoV Big Data Architecture

The model to analyze IoV Big Data is depicted in Fig. 12. Different sensors will be
installed in each vehicle to measure speed, vehicle position, detect congestion, en-
gines conditions and on-board systems, etc. In addition to these sensors, personal
device aboard vehicles will be part of the collection of data to be transferred to the
Cloud. The raw Big Data received will then be processed according to predefined
rules in order to structure the information and prepare it for the next processing
level. For example, positions calculated from several neighboring GPS sensors will
be processed according to a predetermined algorithm to calculate the most likeli-
hood position. Structured data will then be passed to a Big Data analysis tool and
results transferred to be exploited by concerned entity. The amount of data generated
by vehicles within the framework of IoV can reach magnitude of petabyte scale. To
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Fig. 12 IoV data analysis model

process and disseminate this amount of information, systems with adequate process-
ing and storage capacity will be required. In [13], an architecture to support the Big
Data is proposed. This architecture highlights the indispensable role that the Cloud
would play in such a system (Fig. 13). IoV-oriented Cloud services will need to be
deployed to provide Co-operation as a Service (CaaS), Storage as a Service (STaaS),
Gateway as a Service (GaaS), Computing as a Service (COaaS), Network as a Ser-
vice (NaaS), Data as a Service (DaaS). The platform will also offer ITS intelligent
application servers for the collection and processing of Big Data. It will also ensure
an end-to-end delivery of services to users.

4.4 IoV Big Data Limitations

The Internet of vehicles is a promising technology for the automotive and telecom-
munications industries. However, many limitations will have to be addressed before
this technology can be fully operational. First, the V2V and V2I accesses must be
bridged and merged. This raises the need to standardize the coexistence of several
access technologies such as LTE and WAVE. The second limitation is related to the
extremely large amount of IOV data that is beyond the limits of ordinary platforms.
The operation of such a system can not ensured by traditional telecom operators or
automobile manufacturers and a virtual operation must be set up. Finally, position
determination using GPS can not meet the needs in terms of accuracy and security;
There is a need for a more precise and secure navigation system.
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5 Conclusion

The operation of Big Data to improve and optimize costs of services offered by
modern cities, will be one of the major keys to global development in the years to
come. This is especially important in the context of the Internet of Vehicles given the
amount and speed with which this kind of information is generated. In this chapter we
have tried to clarify various issues that frame the development of technologies that
can benefit from the use of Vehicular Big Data to improve the driving experience and
allow decision-makers to have in their hands effective tools for infrastructure man-
agement. We have presented the evolution of vehicular networks from Adhoc with
very limited area and unguaranteed service to networks with heterogeneous and uni-
versal access allowing ubiquitous connectivity. We then demonstrated the critical
role that cloud platforms will play in collection, processing and operation of data
gathered from embedded sensors as well as personal devices in a smart vehicle. We
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finally detailed the architecture of IoV Big Data and highlighted the Cloud elements
that will have to be deployed for an efficient oV Big Data handling.
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Mobile Distributed Complex Event
Processing—Ubi Sumus? Quo Vadimus?

Fabrice Starks, Vera Goebel, Stein Kristiansen and Thomas Plagemann

Abstract One important class of applications for the Internet of Things is related
to the need to gain timely and continuous situational awareness, like smart cities,
automated traffic control, or emergency and rescue operations. Events happening in
the real-world need to be detected in real-time based on sensor data and other data
sources. Complex Event Processing (CEP) is a technology to detect complex (or
composite) events in data streams and has been successfully applied in high volume
and high velocity applications like stock market analysis. However, these applica-
tion domains faced only the challenge of high performance, while the Internet of
Things and Mobile Big Data introduce a new set of challenges caused by mobility.
This chapter aims to explain these challenges and give an overview on how they are
solved respectively how far state-of-the-art research has advanced to be useful to
solve Mobile Big Data problems. At the infrastructure level the main challenge is
to trade performance against resource consumption; and operator placement is the
most dominant mechanism to address these problems. At the application and con-
sumer level, mobile queries pose a new set of challenges for CEP. These are related
to continuously changing positions of consumers and data sources, and the need to
adapt the query processing to these changes. Finally, proper methods and tools for
systematical testing and reproducible performance evaluation for mobile distributed
CEP are needed but not yet available.
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1 Introduction and Motivation

The Internet of Things means pervasive deployment of stationary and mobile sen-
sors, which produce high velocity and high volume data in the form of data streams.
A data stream is conceptually an infinite sequence of data tuples comprising typically
the digital values of a signal measured by a sensor in the real world and a timestamp
denoting when a sensor has generated the value. Real-time analysis of data streams
is in Mobile Big Data important for two reasons: (1) the sheer amount of data can
make it infeasible to store all data on secondary store and index it before the analysis
and (2) many application domains, like smart city, automated traffic control, environ-
mental monitoring, or emergency and rescue operations aim to maintain continuous
situational awareness and if certain events happen to react to as fast as possible to
them.

One promising technology to achieve situational awareness and detect events of
interest in real-time is Complex Event Processing (CEP). The core idea of CEP is to
regard the tuples in data streams that are generated by sources like sensors as prim-
itive (also called atomic) events and to extract new knowledge out of the primitive
events and represent it as composite events. CEP systems have become rather pop-
ular due to the powerful event paradigm and the fact that consumers can describe
the composite events they are interested in the form of declarative statements or
queries. Originally, the need for real-time processing of data streams, for example in
stock trading, triggered the development of CEP systems and a lot of emphasis has
been put onto efficiency and scalability of these systems. Naturally, CEP systems
have evolved from centralized solutions to distributed solutions to be able to process
larger amounts of data in real-time. Most of the DCEP research results and systems
target high performance systems with stable infrastructures.

One important challenge for DCEP in Mobile Big Data and the Internet of Things
is the fact that one cannot always rely on a stable and high performance infrastruc-
ture. Mobility implies the use of wireless networking technologies with potential
bandwidth limitations, dependency on battery lifetime in mobile devices, and a dy-
namic network topology. These challenges are especially severe if infrastructure is
not available, e.g., in disaster areas, and multi-hop wireless networks are established
for communication. Thus, to use CEP for Mobile Big Data these infrastructure chal-
lenges have to be addressed. On the other hand properly designed DCEP can be well
suited to address these challenges. For example, source filtering and data aggrega-
tion as close as possible to the data sources saves scarce resources, like bandwidth
and energy of mobile devices. Furthermore, data aggregation at the network edge
has the potential to improve privacy protection. The most important mechanism to
address these challenges in DCEP is operator placement to determine which data
processing tasks should be performed on which node.

Mobile consumers and/or mobile data sources introduce another important chal-
lenge for DCEP. In such scenarios, so-called mobile queries are traditionally pro-
cessed in spatio-temporal databases to support for example location aware services,
e.g., to provide a car driver continuously updated information about congestions in
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the range of 1 Km of the drivers current position. Handling properly such spatio-
temporal data in CEP systems is a rather new, but important research topic.

Finally, we need to point out that there has been so far no systematic attempt for
methods and approaches to evaluate the performance of mobile DCEP in such a way
that evaluation results are (easily) reproducible by peer researchers.

It is the aim of this chapter to enable the reader to understand the potential of
DCEP for Mobile Big Data and the particular challenges that are introduced by Mo-
bile Big Data. Based on a survey of the state-of-the-art in DCEP we analyze to which
extent DCEP is ready for such mobile environments. Finally, we provide the reader
with an insight into the main unsolved technical issues and future research direc-
tions in the area. Several papers have captured the state-of-the-art in the area of Data
Stream Managements Systems and CEP, but to the best of our knowledge there are
no surveys on DCEP and especially not on DCEP in the mobile context.

The reminder of this book chapter is structured as follows. In Sect.2 we pro-
vide some background information on CEP and DCEP, followed by an analysis of
the main challenges for DCEP in Mobile Big Data. Section 4 presents the operator
placement problem and classifies existing solutions and Sect. 5 focuses on the chal-
lenges introduced by mobile consumer, mobile data sources, and mobile queries to
handle spatio-temporal data; and Sect. 6 discusses the needs for proper testing and
performance evaluation methods and approaches. The conclusions in Sect. 7 sum-
marize the current status of mobile DCEP research and yet unsolved challenges.

2 Complex Event Processing Background

Traditionally, database systems have been used to manage large amounts of data,
typically by materializing it on secondary storage, e.g., storing it on disks, indexing
the data, and providing a declarative Application Programming Interface (API) like
SQL for asynchronous data processing on demand. However, the emergence of new
applications for sensor networks, Internet traffic analysis, financial tickers, online
auctions and analysis of transactional logs from web usage and telephone records
introduced in the beginning of this century the need for new software solutions to be
able to analyze data streams in real-time [1]. These new software solutions, called
Data Stream Management Systems (DSMS), introduced the concept of data streams.
A data stream is basically a continuous, ordered sequence of data tuples. Conceptu-
ally, data streams are similar to classical database tables. Furthermore, the concept
of classical database queries has been adopted to run continuous queries over data
streams to return continuously new results as new data tuples arrive. The query lan-
guages for DSMS, called Continuous Query Language (CQL), are very similar to
SQL. The main difference between CQL and SQL is the need to use windows over
the data stream for processing. Blocking operators, like aggregations or joins, intro-
duce this need because they can only be used with the entire data set to produce a
resultd. It is in most cases not feasible to wait until the data stream finishes, which
means the entire data set is available. Therefore, windows are used to process subsets
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of the data, which in turn is a number of sequential data tuples from the data stream.
The size of a window is either defined by time or by number of data tuples that should
be processed from a data stream at a time (per query result). Once the set of samples
in a window is processed, the result for this window is returned and the window is
forwarded over the data stream and processed again with the new sample(s). DSMS
are capable of querying several streaming sources at once, and additionally joining
and correlating them in real-time. Large queries can be split into smaller queries
and easily processed in a distributed manner, since a query usually results in another
stream that can be sent to another query for further analysis. Examples of DSMS
include SQLstream [2], STREAM [3], AURORA [4], StreamGlobe [5] and Esper
[6].

Esper is also a good example how new achievements in data stream processing
lead to a new class of systems, CEP systems, with even stronger abstractions and
stronger stream processing capabilities. These innovations are based on the concept
of events. An event can intuitively be defined as something that happend and is ei-
ther an atomic event or a composite event (also called complex event). In probability
theory, an atomic event (also called elementary event or simple event) is a subset
of the sample space that only contains a single outcome. In computer science, an
atomic event is often understood as an event that can be detected by a system within
a minimum time period and cannot be divided into other events. The authors under-
stand an atomic event as a single sample from a sensor measuring a signal in the real
world, or it is a transformation of an atomic event. For example, a sample from a
sensor measuring temperature in degrees of Celsius is an atomic event, as well as a
later transformation of this sample into a corresponding value in degrees of Fahren-
heit. A composite event is the result of processing a set of events that are combined
with operators, like statistical, logical, temporal, or spatial operators. The basic idea
is that application programmers define the event they are interested in and the CEP
system is analyzing in real-time the incoming event stream(s) and informs the appli-
cation as soon as it detected the event of interest. Examples of existing CEP systems
are SQLstream [2], StreamInsight [7], EVAM [8], or Esper [6].

DSMS [9] and CEP [10] have common goals, but the systems differ in many as-
pects: architecture, data models, rule languages, and processing mechanisms [11].
Furthermore, DSMS and CEP have their roots in different research communities:
DSMS have their roots in the data base systems community, whereas CEP has
evolved from Publish/Subscribe systems [12].

The main difference between DSMS and CEP is according to [11] that data items
are considered as streams of data versus notifications of events. This means that
DSMS handle the Information Flow Processing problem as processing streams of
data, which originate from different sources in order to produce new data streams
as output. DSMS deal with transient data that is continuously updated executing
continuous (standing) queries over the stream items.

In contrast, CEP considers data items as notifications of events. Events are hap-
pening in the physical world, which have to be filtered and combined to understand
what is happening in terms of higher-level events. The focus of CEP is to detect oc-
currences of particular patterns of (low-level) events that represent the higher-level
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events. The occurrence of higher-level events has to be notified to consumers that
have subscribed to these events, typically by registering a continuous query to the
system that describes the patterns of events. This relationship between the CEP sys-
tem and consumers is inherited from the simpler form in Publish/Subscribe systems.
Traditional Publish/Subscribe systems consider each event separately from the oth-
ers, and support topic or content filtering to determine whether a notification should
be send to a subscriber. CEP systems have much more expressive subscription lan-
guages, e.g., CQL, to describe composite event patterns. Typically, mathematical,
logical, temporal, and spatial relationships can be used to describe these compos-
ite event patterns. If A and B are two different events (for example a tuple in a data
stream has the value A respectively B), the following composite event patterns could
be described:

» A A B: the logical A operator can be combined with a time window during which
A and B must happen.

e AV B: the logical Vv can be combined with a time window during which either A
or B must happen.

e A — B: the temporal operator — defines that A must happen before B. This oper-
ator can also be combined with a time window.

» A <> B: a spatial location operator which defines that the location where A hap-
pens and the location where B happens overlap.

Another important difference between DSMS and CEP is the fact that CEP is
stateful and DSMS stateless. DSMS use windows to enable the use of blocking op-
erators. A window determines one particular sequence of data tuples. Once all tuples
in a window are processed, the result is forwarded as output in DSMS. Therefore,
DSMS are not able to detect specific sequences of events in an event stream. To be
able to detect specific event sequences in CEP, they are typically built on a state
machine and use so called selection and consumption policies to determine which
events to consider for processing. Events that are part of a given event sequence trig-
ger a state transition in this state machine until the final state is reached and the event
pattern is detected. Selection policies determine which incoming events are used dur-
ing processing and consumption policies determine what to do with events that have
been processed, e.g., whether to evict an event from the memory or to re-use it in the
next processing iteration.

The step from centralized CEP to distributed CEP (DCEP) has two main reasons:
(1) parallelizing CEP engines to scale the performance of CEP and beeing able to
process more data in real-time, and (2) the fact that recent CEP application domains
like environmental monitoring or smart cities comprise a large number of distrib-
uted information sources, e.g., sensors and information sinks, human consumers or
control systems [11]. Etzion et al. [13] structure channel based event distribution
into event producers, event channels, and consumers. Event channels can be an in-
termediary service that is often called broker. As such, a DCEP engine can be seen
as a set of event brokers that are connected in an overlay network, also called event
processing network [11].
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Fig.1 System model and CEP operator tree (according to [14])

Koldehofe et al. [14] model the operation of a DCEP system by an operator tree
(see Fig. 1). The operator tree is a directed graph with three different types of nodes:
operators, sources, and consumers; and the links are event streams between opera-
tors, sources, and consumers. Each operator is hosted by some broker and imple-
ments a correlation function which defines the mapping of input events of the opera-
tor to outgoing event stream. Operator placement is the task to assign each operator to
a broker in the event processing network (or operator network). The event processing
network implements specialized routing and forwarding and aims at high scalability
for high performance CEP. Therefore, a lot of DCEP research has aimed to optimize
bandwidth utilization and end-to-end latency, which are usually ignored in DSMS
[11]. For mobile DCEP many more optimization parameters are important, like en-
ergy consumption or security constraints, and are discussed in detail in Sect. 4.

3 Requirements for Mobile DCEP

It is well known that the main challenges of Big Data are caused by the volume,
velocity, variety, and veracity of the data. Mobility in Mobile Big Data adds another
dimension to this problem domain. In order to understand the challenges mobility
introduces for DCEP we consider mobility from two viewpoints: (1) the impact of
mobility on the computing infrastructure and (2) from the applications respectively
consumers point of view. We assume, without loss of generality, that the goal of CEP
applications is to provide timely situational awareness to consumers.

Mobile devices, like sensors, smart phones, tablets, laptops, and other comput-
ing devices obviously require the use of wireless networking technology and need to
be battery driven. There are two basic classes of networking approaches that are
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used to connect mobile devices, which are often called infrastructure-based and
infrastructure-less. In infrastructure-based approaches only the edge of the network
to which the mobile devices connect is wireless, typically a cellular network (e.g.,
3G, 4G, and the future 5G), or a WiFi network. These wireless edge networks are
connected with the Internet by a wired network infrastructure. In infrastructure-
less networks, computing devices form with their wireless networking interfaces in
promiscuous mode a multi-hop wireless network like a Mobile Ad-Hoc Networks
(MANET), Wireless Sensor Networks (WSN), or Vehicle Area Networks (VANET).
Obviously, there are many combinations of these two classes of networking possible,
but these two are sufficient to identify the challenges caused by mobile devices. The
fundamental mechanism in DCEP to address these challenges is operator placement.
Section 4 gives an explanation and definition of the operator placement problem, as
well as a classification of state-of-the-art solutions of operator placement for mobile
DCEP.

Before discussing these infrastructure-related challenges we first aim to give the
reader an intuitive understanding of the issues caused by consumer and application
needs in mobile settings due to the spatio-temporal nature of data that needs to be
handled. Spatio-temporal means for example that objects have a location, i.e., the
spatial property of an object, and that moving objects change their location over
time, which in turn is a spatio-temporal aspect of moving objects. Moving objects
can have the role of data sources, e.g., a car that continuously reports its location
and other sensor data collected by the car; or moving objects can have the role of
consumers. Consider for example a service that is using data from road and parking
lot sensors to give the moving consumer in real-time information on free parking
lots in the vicinity of the consumers. To provide the consumer with this information
only data from sensors in the vicinity of the user need to be analyzed. The query to
produce the information for the service is continuously running while the location
of the mobile user is changing. Due to the change in user location, the set of sensors
that are in the vicinity of the user is changing. Such a mobile query requires to con-
tinuously adapt the set of sensors to be used. Additionally, many users typically use
such a service at the same time; some might be at very distant locations and some
closer to each other. In the latter case, the sets of relevant sensors for the users that
are currently close to each other overlap. Researchers face the problem of how to
avoid that the common subset of sensor data is transferred and processed multiple
times, because redundancy reduction means resource savings, in terms of bandwidth,
computational capacity, or energy. The fact that these users have different mobility
patterns makes this kind of redundancy reduction harder since the common subset
of relevant sensors is continuously changing. In Sect. 5, we explain in more detail
the issues DCEP needs to address to support mobile queries, and to properly and
efficiently handle spatio-temporal data.

The need of efficient data handling and careful resource consumption is directly
implied by the use of mobile devices. Mobile devices are battery driven and one
important research goal in mobile wireless networks in general is to use the lim-
ited amount of energy in the battery as good as possible. Recharging of batteries or
changing of batteries (like in wireless sensors) is in in the best case cumbersome and



154 F. Starks et al.

in the case of WSN potentially very expensive. Therefore, energy efficiency is the
ultimate goal in WSN, rather important in MANETS since it directly relates to the
lifetime of the MANET, and of less importance in VANETS since the engine of a
car can continuously charge the battery. In case of infrastructure-based networks the
device owner is confronted with the consequences of battery lifetime and the need
for recharging.

The fact that transmit and receive operations of mobile devices are substantially
contributing to their energy consumption implies directly to design solutions that
carefully handle networking resources, both in terms of bytes per second transmit-
ted (i.e., bandwidth consumption) and packets per second. Another reason to con-
sider bandwidth consumption is the fact that wireless networks are based on a shared
medium with a limited amount of bandwidth. Wireless networks can also be affected
by noise, high rates of packet collisions and unstable connectivity due to (too) long
distances between sender and receiver, which in turn can result in higher packet loss
rate and lower bandwidth.

This situation results in a rather large set of conflicting requirements for design,
implementation, and deployment of mobile DCEP.

« Low event delivery delay is important to enable situational awareness for the con-
sumer and to initiate immediately certain actions to react to detected events of
interest. The potentially large amounts of data that need to be handled increase
this challenge.

« Complete and consistent results are needed to achieve correct situational aware-
ness. This means for example that a DCEP system needs to guarantee a high event
delivery ratio with a high Quality of Information.

« Efficient resource consumption in terms of computational costs, network utiliza-
tion, and even monetary costs (if it is necessary to buy resources) is important for
several reasons: to achieve low cost services for consumers, saving energy con-
sumed for computational and networking tasks, and being able to handle as good
as possible high volume and high velocity data.

» Enable scalable solutions to handle the ever increasing amount of data sources,
different consumer interests and volume of data. On the architectural level, dis-
tributed and parallel processing needs to be supported. On the application level
flexible concepts and corresponding support for Quality of Information need to be
supported such that in case of too high system load the Quality of Information can
be degraded to a certain level and still acceptable results can be produced, e.g.,
through load shedding.

» Reliability and fault-tolerance is important especially if the situation awareness
is be used for crucial tasks, like traffic control or industrial control systems. In-
frastructure components can be prone to hardware and software failures, packets
can be lost in wireless networks due to noise, mobile devices might be turned
off due to empty batteries, connections might be lost, or even networks might be
partitioned.

Operator placement is a rather powerful mechanism in DCEP and can be used to
address several of the above-mentioned requirements.
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4 Operator Placement

The classical approach for data mining is to send all data to a central server and to
process it on the server. However, in Internet of Things applications that establish sit-
uational awareness typically only a particular subset of the data is of interest for the
application. Sending irrelevant data to the server is obviously a waste of resources.
A simple, but efficient approach to reduce resource consumption and enable scalable
mobile DCEP systems is to filter events as close as possible to their data source, in the
best case, directly at the source, i.e., source filtering. Source filtering is the first step
to minimize the consumption of shared resources by eliminating irrelevant events
at their sources. The next step is to perform the aggregation and matching of the
events in the vicinities of their sources [15]. Processing events near their sources,
referred to as in-network processing, filters out events that are not of interest and
eliminates duplicates early, which in turn reduces system bandwidth and energy con-
sumption, which is especially important in wireless networks. In-network process-
ing takes advantage of increasingly powerful fixed and mobile devices in wireless
edge networks. However, the heterogeneity, resource limitations, privacy, security
and other challenges related to these edge networks makes in-network processing
intricate to implement.

The basic idea behind in-network processing in CEP is that queries are trans-
formed into an operator tree, and that the operators in the tree structure can be
processed independently on event brokers. The operators are assigned to brokers
in such a way that the performance goals of the system are achieved. Once placed on
the brokers, the operators are processed in a CEP overlay called operator network
[16].

An operator network is a class of overlay networks used for data stream and event
stream in-network processing. Operators assigned to physical hosts form an overlay
network, which process data from distributed data sources. Results from the oper-
ator network data processing are delivered to user applications which are hosted to
physical host(s) called sinks.

In large scale operator networks, the physical hosts to which operators are as-
signed have a significant and direct impact on the performance of the entire system
[17]. The operator placement mechanism is responsible for building and maintaining
the operator network through operator placement and adaptation, and has an impor-
tant role in the optimization of the system performance.

Due to its importance in DCEP, operator placement is the most investigated mech-
anism in DCEP related research and its description is correspondingly prominent in
this book chapter. In the following, we first give a more in-depth, but informal expla-
nation of operator placement before we formulate the operator placement problem
as multi-dimensional optimization problem in Sect. 4.2. The formal problem defini-
tion represents also the foundation for a classification of existing operator placement
research. The structure of existing operator placement mechanisms, i.e., centralized
and decentralized operator placement is explained in Sect. 4.3 and operator place-
ment adaptation is explained and classified in Sect. 4.4.
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4.1 General Idea

An operator placement mechanism is concerned with how to optimally assign a set
of operators to brokers. The goal of an operator placement mechanism is to build an
operator network, which optimizes resource consumption and achieves the perfor-
mance targets of the system. As an example, in Mobile DCEP systems, the operator
network would need to optimize the consumption of shared and scarce system re-
sources such as bandwidth while ensuring the performance in terms of low latency.

To achieve its goal, the placement mechanism is provided with the following in-
formation:

e an operator tree,

« aset of physical hosts with stream processing capability, i.e., a set of brokers,
« resource availability and demand profiles, and

« aset of constraints.

The operator tree is an internal system representation of a CEP query ready
to be assigned to brokers. Figure2 shows a simple operator network to process
(AAB)V (C A D). Some operators in the operator tree are intuitively pre-assigned
to specific brokers. The leaves of the operator tree are typically placed on their re-
spective data sources. In Fig. 2, the filters for atomic events A, B, C and D are pre-

Fig. 2 Operator network in (AAB) V (CAD)
a MANET for an Emergency

and Rescue Mission: The
circles represent physical
hosts. the sink (ccc), the
event brokers (1, 2, 3, 4) and
data sources labeled with
their corresponding pinned
operators (A, B, C, D). The
unpinned operators are
placed besides their
processors/ event brokers.
Events traversing the
operator network edges are
results from sub-trees in the
operator tree. The edges in
the operator tree are labeled
with corresponding sub-trees

placed A placed B placedC  placed D
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assigned to the sources of the data streams they are supposed to filter, i.e., atomic
events that match A, B, C, or D. As an example, the temperature sampling operator
should only be placed on nodes with temperature sensors. The output of the root in
the operator tree is forwarded directly to the node hosting the CEP application. In
Fig. 2 the root operator V placed on Broker 1 forwards its output to the application
node: the Command and Control Center (CCC) in this case. Other operators can be
bound to specific brokers for monetary, privacy or security reasons. We refer to the
operators with predefined placement assignment as pinned operators. The remaining
operators are referred to as unpinned and are assigned to brokers by the placement
algorithm.

It is typical to differentiate between physical hosts in the operator network based
on their role, i.e., data source nodes, brokers, and sink(s).

The data source nodes generate atomic events for the DCEP system and therefore
are pre-assigned the leaves of the operator tree. In Fig. 2, the nodes A, B, C and D
are data sources for the corresponding leaves in the operator tree. Data source nodes
can also process other operators in the operator tree. The brokers are those which
are eligible to process unpinned operators (nodes 1, 2, 3, 4 in Fig.2) and sink(s)
(node CCC in Fig. 2) are nodes which have a direct connection to CEP application(s)
and are responsible for submitting queries to the DCEP system. A sink is a typical
location to place the root of an operator tree. Notice that it is possible for a single
node to process several operators of an operator tree.

The output of an operator placement mechanism is an operator placement scheme
which is a blueprint for an operator network. An operator placement algorithm can
build the operator network in a centralized or decentralized manner. Furthermore,
most operator placement algorithms implement an adaptation strategy in order to
maintain the desired performance as the system and its environment change. The
underlying problem of assigning a set of operators to a set of processing nodes has
been found to be NP-Complete. However, heuristics based algorithms can be used
to find placement solutions in large scale scenarios [18].

In essence, the operator placement problem is an optimization problem. It aims
to find query processing scheme which yields an optimal system performance and
resource consumption within certain system or application constraints. While the
performance of CEP applications is a priority, the operator placement mechanism
needs to find an optimal resource consumption scheme in order to ensure the scala-
bility of the system. More so, in some systems, the consumption of system resources
such as energy, has a direct impact on how long the system remains operational.

More so, in some environments, the consumption of system resource determines
how long it can remain operational.

The optimal placement assignment scheme is found within the predefined con-
straints provided to the placement mechanism [19, 20]. An example of an application-
defined constraint is the maximum allowed end-to-end latency. Such a constraint de-
fines the solution space for the placement mechanism and the latter typically use an
objective function to find the optimal placement assignment solution.

Finding the optimal operator placement assignment for DCEP system involves
two main activities. The first activity is concerned with defining the main optimiza-
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tion metrics for a system and formulating a constrained or unconstrained optimiza-
tion function. The second activity is concerned with creating an algorithm that effec-
tively solves the optimization function and finds an optimal placement for an operator
tree.

In the next section, we formally define the operator placement problem and ex-
plore the main optimization goals addressed in existing research along with exam-
ples for illustration. Afterwards, we investigate existing placement algorithm design
characteristics and adaptation approaches.

4.2 Problem Formulation

The operator placement problem is an optimization problem similar to the task
assignment problem. Given a set of operators and nodes on which they can be
processed, the optimal assignment that yields the best system performance should
be determined. Existing operator placement algorithms try to solve either a con-
strained or unconstrained placement optimization problem. Constrained placement
algorithms consider the optimization constraints as a means to ensure some QoS for
the application-perceived performance [20]. However, it is also possible to apply re-
source consumption-related constraints to the placement optimization problem. This
ensures an efficient usage of the system’s shared resources in order to achieve high
scalability and longer lifespan (when applicable). Other placement algorithms solve
an unconstrained optimization problem with just an objective function to optimize.

An objective function, which captures relevant system performance and resource
consumption metrics, is used to determine the optimal solution. The objective func-
tion typically defines critical resources and performance metrics to optimize.

For example, given N processing nodes available for processing O operators, the
cost of processing an operator o on a node n is: C,,,, for o=1,...,0 and
n=1,...,N. If we consider P, as the assignment of operator o to node n, the
objective function is defined as follows:

O N
min Y Y C,,P,, . P, e{0,1} (1)

where P, = 1 when operator o is placed on node n, and P,, = 0 otherwise.

In this particular case, the objective is to minimize the overall cost of processing all
operators from an operator tree. Other examples of objectives are end-to-end-latency,
energy consumption, etc.

The optimization objective and constraints are used to model the targeted system
performance. Consequently, they reflect aspects of the challenges faced by the system
and its overall performance goals.

In particular, the constraints are used to define boundaries for allowed resource
consumption and application performance schemes. They determine the placement
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assignment solution space from which the optimal solution is to be selected. As an
example, for real time data stream systems, timeliness is a pre-requisite to func-
tion appropriately. End-to-end latency constraints can be applied on the optimization
problem in order to ensure a maximum end-to-end delay.

Using information about system resource availability and application demands
for such resources, constraints for the placement assignment problem can be defined
to ensure a certain degree of application performance while containing the consump-
tion of system resources within acceptable levels for the scalability of the system. It
is also possible to define constraints that enforce policies related to privacy, security,
etc. For example, Cipriano et al. [21] consider security as a deployment constraint,
which requires that only physical nodes that hold a certain certificate can serve as
brokers.

Objective functions can be used with or without constraints. The definition of the
objective function is the first step in the process towards creating an efficient and
effective operator network, because the parameters in the objective function reflect
the critical resources or performance metrics that should be optimized. The objective
is a quantitative measure of the performance targets of the system that needs to be
maximized or minimized. Obviously, different systems have different performance
targets, which are determined by either the application performance requirements or
the scarcity of certain system resources. For example, the performance goal of the
system might be to minimize end-to-end latency in cases with real-time applications
such as CEP. In other cases, the main goal might be to minimize the consumption of
scarce resource in order to ensure the scalability of the system.

In the following subsections, we present how the most important parameters, i.e.,
energy consumption and network usage, are included in objective functions and con-
sidered in constrained placement, before we use the parameters to classify existing
placement solutions.

4.2.1 Energy Consumption

The first group of research works focuses on the issue of energy scarcity in WSN. En-
ergy consumption optimization stands out as a critical part of the design, deployment
and operation of WSNs [22, 23]. Data transmission has been found to be the biggest
energy consumer, therefore, most research papers on operator placement in WSNs
focus on minimizing data transmission over the network with in-network processing
[23-28]. As such the cost function to minimize is defined as:

> d,Cco )

acA

where A is the set of all links in the operator network and d,, is the data rate on link
a Vae€A. CZ:“ is the communication cost on the link a where @, and q, are the
ingress and egress operators of the link. Given an operator network link between
two operators, the placement mechanism should place the two operators such that
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the communication cost is minimized, especially if the data rate between the two
operators is high. Please take note that the operator network link might comprise at
the physical network level several nodes and the links between them.

One example where the problem of operator placement for energy optimization
is addressed is the research work of Bonfils et al. [24]. Their optimization goal is
to minimize the amount of data transferred over the network in order to minimize
network energy consumption. For example, a user wants to be notified when two re-
lated events are detected in two distinct regions of the network within a predefined
time window. This is expressed using a correlation operator, which consumes the
related events from the two regions. In this scenario, the data sources reside in the
two regions and the sink consumes events produced by the correlation operator. A
correlation operator is very selective, which means that it produces a significantly
lower amount of data compared to its data input. As such, its placement is crucial
for the amount of data transmitted in the network. Ideally, the correlation operator
should be pushed close to the data sources in order to eliminate duplicates as soon as
possible. Figure 3 [24] shows two cases with to different placements of the correla-
tion operator that each minimize data transmission, depending on the data rate from
the data sources. In Fig. 3a, one of the regions is generating a significantly large,
amount of data compared to the other region. Therefore, it makes sense to place the
correlation operator close to the data source in the high data rate region, to minimize
the overall network data transmission. In Fig. 3b, both regions are producing approx-
imately the same amount of data, therefore, the path length between the data sources
is considered instead. Thus, the placement of the correlation operator depends on:
(1) the data rate of both the operator and the data sources, and (2) the path length
between the data sources, the correlation operator and the sink.

Consequently, the placement optimization problem in [24] captures the data rate
and path length between an operator and each one of its children as optimization
goals. They consider a sensor network as a directed graph where vertices represent
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Fig.3 Optimal operator placement examples for different data rate scenarios: a high data rate from
region A, b more or less similar data rates from the two regions [24]
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sensor nodes and where edges represent communication links, and a query is a op-
erator tree with a tree structure [24]. The placement problem is modeled as the as-
signment of operators onto nodes that minimizes the global cost:

min Y x,%,8,,(dy) 3)
(@i
subject to
Y x,=1, VienvVper:ux,ec(01) 4)

Ais the set of all edges in the operator tree. Spq(dij) is the data rate between nodes
p and g processing operators i and j respectively. x;, = 1 if operator i is placed on
node p, and x;, = 0 otherwise. # is the set of all operators in the operator tree and
is the set of all physical hosts.

4.2.2 Network Usage

Most CEP systems are either real time or near real time, which means that low la-
tency is an important metric that should be part of the objective to optimize. Another
characteristic of mobile DCEP is the high amount of data, which requires significant
system resources. In particular, the shared bandwidth in mobile systems becomes
a scarce resource, and its consumption must be optimized to achieve the expected
degree of scalability.

As such, the placement mechanism needs to find an optimal placement assign-
ment that achieves the right balance between optimal bandwidth consumption for
scalability and minimal end-to-end latency. Some research papers use the bandwidth
delay product as the objective to minimize in order to find a resource efficient and
low latency query processing scheme [16, 20, 29, 30]. The bandwidth delay product
is referred to as the network usage and defined as follows:

2 dr(DLat(l) 5)

leL

where L is the set of all links in the operator network, dr(l) is the data rate on link
[ in the operator network, and Lat#(l) is the delay on link /. The objective above in-
cludes both the scarce resource and the main performance metrics to optimize. By
minimizing such an objective, it is possible to find an optimal solution both in terms
of bandwidth consumption and end-to-end latency.

Pietzuch et al. [30] present a placement algorithm that aims to minimize the net-
work usage of a query processing scheme while maintaining low latency. The goal
for this algorithm is twofold: on the one hand it should achieve good streaming ap-
plication perceived performance such as low delay, and on the other hand it should
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at the same time optimize the consumption of scarce resources by minimizing the
bandwidth consumption in order to support a large number of streams.

Satisfying the application performance needs while minimizing the overall band-
width usage is particularly challenging as techniques to optimize one can produce
sub-optimal performance for the other. In particular, a technique to minimize the
application perceived delay would choose the shortest paths between data sources
and consumers and use them to transfer all data between them. One technique to
optimize bandwidth consumption is to balance bandwidth usage in the network by
routing data through potentially longer routes in order to distribute the network load.
When choosing only the shortest paths, certain links in the network will quickly be
overloaded with data and either fail (node failure due to lack of battery energy) or
start dropping data.

The bandwidth delay product (network usage) metric is used in [30] to model an
objective function to calculate the optimal solution in terms of bandwidth utilization
and end-to-end latency. The network usage u(g) to minimize is modeled as in Eq. 5.

4.2.3 Constrained Optimization

Another way to consider network related parameters like latency and bandwidth con-
sumption and other parameters in operator placement is to use these parameters as
constraints. For example, a maximum allowed latency can be expressed as a con-
straint for the operator placement mechanism [20]. The constraint defines a maxi-
mum allowed end-to-end latency which effectively reduces the set of eligible place-
ment assignment solutions. Only those placement assignment solutions with an end-
to-end delay below the predefined maximum are eligible for the optimal solution.
This works well with the network usage objective function, as it eliminates solutions
with poor end-to-end latency no matter how efficient they might be in terms of net-
work usage. As such, the solution to the objective expressed in Eq. 5 is found from
placement assignments that meet the following latency restriction:

L(G) <R (6)

L(G) is the end-to-end latency experienced by the application and R is the maxi-
mum end-to-end latency.

Rizou et al. [20] optimize the network usage within a predefined end-to-end delay
constraint. A maximum allowed end-to-end delay is important for real time and near
real time applications. The placement problem is addressed in a two-stage approach.
In the first stage, an optimal solution is found based on the objective alone. In the
second stage, the optimal solution found in the first stage is modified to satisfy the
latency constraints while ensuring that the initial network usage is only slightly in-
creased. The unconstrained optimization phase is performed in a centralized manner,
while the constrained optimization phase is performed in a distributed manner.
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4.2.4 Classification of Placement Mechanisms

The optimization goals are a good foundation for a classification of the most promi-
nent operator placement approaches for Mobile DCEP. Table 1 shows the resulting
classification. It can be clearly seen in Table 1 that most approaches target energy
consumption. Energy consumption is considered as the most important optimiza-
tion goal in WSNs and its optimization is a means to prolong the lifetime of the
mobile DCEP systems that are deployed in networks with limited energy.

Network usage is the second most important optimization metric addressed by
a significant number of operator placement mechanisms. Its popularity is due to its
ability to capture both the limited bandwidth resource and application latency re-
quirements. Furthermore, most research works in this category target mobile net-
works where energy consumption is not as crucial as in WSN, for example because
it is easier to recharge the battery of a smart phone compared to sensors deployed at
remote locations.

Few research papers have yet addressed the placement problem as a constrained
optimization problem. This is however a natural next step towards optimal place-
ment schemes to effectively address both the need for efficient resource consumption
and low latency in mobile DCEP systems. Furthermore, constraints provide an easy
means to implement triggers for placement adaptation (see Sect. 4.4).

Table 1 A classification of placement mechanisms based on their optimization goals

Placement mechanism | Energy optimization | Network usage Constrained
algorithms optimization
Luetal. [31] X

Ying et al. [28] X

Rizou et al. [20] X X

Rizou et al. [16] X

Ottenwilder et al. [29] X

Pietzuch et al. [30] X

Bonfils et al. [24] X

Chatzimilioudis et al. | X

[25]

Chatzimilioudis et al. | X

[27]

Chatzimilioudis et al. | X

[26]

Starks et al. [32] X
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4.3 Algorithm Design

The main goal of a placement mechanism is to find a placement assignment of an
operator tree to networked nodes which optimally satisfies a predefined objective
function subject to one or more constraints [19]. The information used to achieve
this goal varies in terms of scope and variability. On the one hand, some placement
algorithms have access to the entire network topology in addition to workload and re-
source availability information. This makes it possible to perform placement assign-
ment in a centralized manner [26, 33-35]. In some edge networks such as MANETS,
it has been shown that certain routing protocols such as OLSR are able to maintain a
rather complete view of the network topology on each node [36]. This information is
stored in the routing table and would be available to a placement mechnism for free,
i.e., no extra messages need to be exchanged to use this information. On the other
hand, some placement algorithms cannot assume knowledge of the entire network
state and resource availability due to various reasons, like the costs are too high to
maintain this information, or in delay tolerant networks it might take quite some time
to get information from another network partition. These algorithms must perform
placement assignment in a decentralized manner based on local information [16, 20,
23-31]. As such, the scope of the input data provided to the placement mechanism
has a direct impact on its inherent structure. Centralized placement mechanisms rely
on a single node with global information about the system to perform placement,
while distributed placement algorithms rely on local information to gradually find
an optimal placement for the operator tree. Parts of the input data for the placement
mechanism are subject to change across time due to mobility and other reasons.
Consequently, it is important for a placement mechanism to include an adaptation
strategy in order to maintain the target system performance (see Sect. 4.4).

4.3.1 Centralized Placement Algorithm

Centralized placement mechanisms perform placement assignment of the entire op-
erator tree on a single node, which is typically the sink [26, 33-35]. Consequently,
the cost of query dissemination is considered insignificant and therefore ignored [26].

It is relatively easy and straightforward for a centralized placement approach to
find a global optimal placement assignment [33]. However, such approaches do not
scale well in large-scale scenarios even if global resource information is available.
Therefore, in cases where network resources availability changes over time, the cen-
tralized approach can incur substantial communication overhead and delay and lead
to the deterioration of the overall system performance. Consequently, some works ap-
ply a two step operator placement approach where the initial centralized placement
assignment is iteratively updated towards a good respectively the optimal scheme
[33].

To exemplify centralized placement mechanisms, we briefly present the core idea
of two centralized placement algorithms introduced by Chatzimilioudis et al. [26].
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The first algorithm basically analyses the entire search space for the optimal solu-
tion, which is guaranteed to be found. The algorithm uses dynamic programming to
build a matrix of operators and all nodes in the network and systematically consid-
ers all possible placement assignments. This solution is obviously computationally
demanding and inapplicable for large problems. To combat this scalability issue,
Chatzimilioudis et al. propose a heuristic-based algorithm which is able to find a
near optimal solution. The algorithm has a two stage approach, where the first stage
is performed in a centralized manner and the second decentralized. In the first stage,
an operator tree is built and used as input to the second stage. In the second stage, the
placement of the operators in the evaluation tree is iteratively optimized in a top down
manner. This algorithm assumes that each node performing operator placement has
knowledge of the entire network. Their evaluation shows an improvement in total
query processing cost of 10-95% compared to the naive approach. This is due to
both the reduced communication cost and near optimal placement assignment from
the heuristic based algorithm.

4.3.2 Decentralized Placement Algorithm

In a decentralized placement mechanism scheme, the placement assignment is per-
formed based on local information shared between neighbor nodes. The scope of the
local information varies from neighboring nodes (one hop neighbors for example)
to an entire network cluster.

Some decentralized placement mechanisms start with an initial processing cost
exchange between neighbors before proceeding with the actual placement assign-
ment [28, 31]. In such schemes, all nodes in the network are participating in the cost
information exchange. Additionally, approaches such as [27, 31] allow any node
to directly broadcast their cost information in case the local resource availability
changes or they can re-broadcast overheard cost information from neighbor node(s).
Due to their reliance on flooding techniques, the communication cost for these ap-
proaches can quickly dwarf the incentives of in-network processing especially when
the rate of change is too high due to mobility or other reasons. One approach which
reduces the message overhead related to operator placement is presented in [23]. The
proposed placement mechanism uses an area-restricted flooding mechanism in order
to limit the number of network nodes involved in operator placement and therefore
reduces the inherent message overhead. However, in a highly dynamic network en-
vironment, the need to synchronize cost information between neighbors in order to
perform an optimal assignment can quickly incur a high message cost and even fail
to converge.

Another approach suggested in [32] uses the location of the data sources that will
host the leaves of the operator tree, to direct the distributed placement scheme. Only
relevant candidates for processing a part of the operator tree participate in the place-
ment scheme. Relevant candidates are those nodes that are part of the routes from the
data sources to the sink(s). Moreover, the decision to place an operator on a specific
network node does not require any synchronization between neighbor nodes. The
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proposed placement mechanism assumes network knowledge, but it can easily be
extended to support only local network information. The main goal of this algorithm
is to incur as low overhead for the operator placement as possible and to be able to
choose a good placement scheme. However, it does not need to be the optimal place-
ment, because mobility will probably change (and mostly reduce) the performance
of a selected operator placement scheme. Therefore, it is more important to have a
light-weight operator placement algorithm, which in turn allows to perform a new
operator placement with low costs, than to spend a lot of resource to find the optimal
placement, which might be sub-optimal after a short time due to mobility.

The approach presented in [27] also aims to reduce the communication cost re-
lated to initial placement. The distributed techniques for operator placement achieve
this aim by:

« identifying special cases where no flooding is needed to perform placement,
« limiting the size (number of nodes) of the neighborhood to be flooded

The core idea behind the algorithm is the concept of candidate nodes, i.e., physical
host in the network, which are better suited to host a given operator. The candidate
nodes are elected from a set of neighboring nodes in the network. The set of candidate
nodes for a given operator is kept to the minimum (using a cost threshold) in order to
limit the number of message exchanged of the network during placement information
exchange between them. This effectively reduces the communication cost related to
the placement of the operator.

The set of candidate nodes for an operator is created in a centralized manner with-
out network communication, this allows the algorithm to detect special cases where
there is no candidate node which is better suited to host the given operator. In this
particular case (according to their experiments, 56—-85% of the time, there is no can-
didate node which is better suited to host the given operator), there is no need to
initiate the distributed operator host election algorithm. The radius for flooding dur-
ing initial neighbor discovery is also limited, and it ensures that the optimal physical
host for an operator can be found in the set of nodes that are part of the limited flood-
ing. Results from experiments show a 50-100% reduction in the communication cost
compared to naive flooding techniques.

4.4 Placement Adaptation

Mobile systems are inherently dynamic and changes of all kind can occur, like num-
ber of nodes, availability of links, resource availability, data rates, and many more.
These changes are classified by [19] in three categories: changes concerning net-
work infrastructures, changes concerning data characteristics, and changes concern-
ing operator tree information. Any of these changes can have a negative impact on
the performance of an operator network. A placement adaptation strategy aims to
adjust the operator network after a change such that it fulfills again the application
requirements.
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Changes concerning the network infrastructure represent scenarios where the net-
work topology changes due to node failure, mobile nodes, link failure (due to net-
work congestion or node failure), or new node(s) joining the network [27, 29, 30].
There might also be changes in the local resources for a network node, e.g., the bat-
tery might be drained, or other computationally intensive software implies a high
workload for a node [27, 37].

Changes conerning the network load happen for example when the data rates from
sensors or source filters change, or other background traffic increases. For example,
the increase in data rate at the input of one or more operators in the network might
result in an increase in the total cost of in-network processing if bandwidth consump-
tion is part of the objective function [24, 25]. The network load can also change due
to new application traffic in the network or a change in data rate for other applications
using the same network infrastructure.

Changes concerning the operator tree occur when the number of operators changes
due to new queries submitted or previous ones are terminated. Additionally, the op-
erator tree might be updated due to changes in the user’s interest (location) requiring
the adaptation of the corresponding operator network (see Sect. 5).

As the query processing scheme performance deteriorates, the placement adap-
tation strategy consists in picking new hosting node(s) for one or more operators in
the flow graph. Two main approaches are identified in [27]: operator migration and
placement update.

With operator migration the placement adaptation for an operator is performed by
moving it from one node to another until an optimal placement assignment is found
[24, 25, 29, 30, 38]. During operator migration, every node involved in the process
uses local information exchanged between neighbors to determine which one of them
is better suited to host the current operator. The limited scope of the information used
makes the approach relatively easy. However, in a highly dynamic environment, it
could be difficult for the migration process to converge towards an optimal or even
good sub-optimal placement.

The placement update approach aims to find the best host for an operator imme-
diately. This can be done in a centralized manner as in [30], or decentralized [27,
37] manner by reusing initial placement techniques for the single operator instance.

Different approaches are used to determine when to trigger the operator migra-
tion or placement update. One approach is to monitor the processing cost related to
each operator and exchange this information between neighbors. When a predefined
threshold is reached for a given operator, its migration process is triggered [24, 25,
27, 30, 37, 38]. Other approaches monitor constraints violations in addition to a
predefined performance threshold based on the applied objective [29]. Another ap-
proach is to periodically trigger the placement adaptation of the entire operator tree
based on a predefined time interval. In all cases, an operator migration or place-
ment update will potentially trigger subsequent operator migration(s) or placement
updates.

The cost of the actual migration or placement update should be worth the opera-
tor placement adaptation, which means that the increase performance of an adapted
operator network gives higher benefits that the adaptation costs. This is not always



168 F. Starks et al.

Table 2 Classification table for different adaptation scheme

Adaptation Monitored change Adaptation techniques, Adaptation trigger

schemes
Network | Data| Logical| Operator |Placement| Performance| Constraints
topology | rate | graph |migration | update threshold violation

Oikonomou et | X X X

al. [38]

Bonfils et al. X X X

[24]

Chatzimilioudis X X X

et al. [25]

Pietzuch et al. X X X

[30]

Chatzimilioudis | X X X X

et al. [27]

Z. Abrams et X X X

al. [37]

Ottenwilder et | X X X X

al. [29]

the case as the placement adaptation process requires transferring the state informa-
tion of all operators that are hosted on a new broker. This state information can be as
large as several GBs [29]. As such, in certain scenarios, the migration of placement
update for an operator might incur a significant cost, especially in terms of network
usage. In some cases, however, the migration or placement update for an operator
might be unavoidable, e.g., the battery of the hosting node will soon be depleted. It
is also possible to experience a sort of freeze period during placement adaptation
or operator migration. The freeze period occurs as the operator and its state are in
transit from their previous host towards their new host [29].

To exemplify operator placement adaptation, we refer to the work by Pietzuch et
al. [30]. In this work, a placement update is used to regularly solve the placement
optimization problem for each unpinned operator. In particular, every network host
regularly attempts to find a better placement assignment for each unpinned opera-
tor using local cost information exchanged between neighbor operator host in the
operator network.

Predefined threshold(s) are used to determine whether an operator placement up-
date should take place or not. One threshold determines when the difference in per-
formance between the newly found optimal placement and the previous one is high
enough to incentivize the placement update. Another threshold determines whether
the cost of the placement update is low enough given the expected gains from the
new placement assignment. Additionally, the longevity of the query to which the
operator belongs is taken into consideration by the latter threshold in order to make
sure the query will run long enough to amortize the cost endured by the operator
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placement update process. The cost thresholds are used to ensure that both the net-
work resources consumed and the operator placement update delay do not cripple
the overall system performance. If the placement of operators is updated frequently,
the adaptation cost might grow higher then performance gains. Additionally, if the
placement of operators is updated for insignificant gains, the overall performance of
the system might be degraded.

To evaluate the performance of the placement update scheme, 24 queries are
created. The performance of the operator network for each query is evaluated two
times, i.e., with adaptation enabled and without adaptation. Overall results show a
75% decrease in network usage (see Sect. 4.2.2) when operator adaptation is enabled.
Finally, the aggregated query delay is reduced by 10.5% through adaptation.

While the results show clear gains in terms of both the application perceived per-
formance and system resource consumption, the evaluation system model considered
is rather simplistic compared to typical scenarios with Mobile Big Data.

The operator tree comprises only 3 nodes, which introduces some uncertainty
whether the results are representative for large scale scenarios for Mobile Big Data.
The migration rate experienced in the experiments is in average 3.5 adaptations
per query, which indicates that the results are probably not representative for higly
dynamic Mobile Big Data systems. However, evaluation of Mobile DCEP with
placement adaptation is rather hard, because appropriate methodologies and tools
are missing (see Sect. 6).

5 Mobile Queries

The topic of spatio-temporal data and mobile range queries has been extensively
studied in the database community. The overall goal is to provide continuously up-
dated information, typically to a mobile consumer, e.g., the five closest bus stops to
the current location of the consumer. The survey by Ilarri et al. [39] gives an ex-
cellent overview of challenges and approaches to enable location-dependent query
processing in traditional database settings, i.e., the data is materialized on secondary
storage before processing. Traditional approaches to store, query, or index spatio-
temporal data are insufficient to handle the high data rates and potentially very large
data sizes in Mobile Big Data [40]. This insigth motivated researchers to combine
the two worlds of traditional spation-temporal data management and Data Stream
Management Systems. The systems [41] and [40] are to the best of our knowledge
the first published DSMS with support for moving range queries. Research on CEP
support for mobile range queries is still in its infancy and pioneering work is re-
cently published in [14, 29, 42—44]; and to a larger part summarized in the Thesis
presented by Ottenwalder [29]. Therefore, we base our description of challenges in
mobile DCEP introduced by spatio-temporal data issues and new solutions on the
terminology and model of [29, 43]. The overall goal of this work is to enable location
based situational awareness for consumers in a mobile setting.
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To achieve this situational awareness mobile CEP queries, called MCEP queries,
they need to be registered at the MCEP system. A MCEP query Q has the following
structure:

0 ={G,fo,R, 6, Pol} @)

G represents an operator tree, fo is focal object of the consumer, R a function to
calculate the spatial interest based on fo, ¢ a lifetime parameter, and Pol the delivery
semantics. That means that in case of a mobile focal object fo the function R needs
to be recalculated if fo has a new position to adapt the spatial interest, i.e., the region
of interest. The function R is by purpose not defined in this model in order to enable
regions of interest with arbitrary shapes. As such, a sequence on location updates
from fo, i.e., (I},1,,13,1,,1s, ...) results in a sequence of changing spatial interests
(R,Ry,R3, Ry, Rs, ...) where R; = R(l;) for each i € N.

Ottenwaelder et al. [43] use the example of traffic awareness in which a consumer
is driving a car and aims to avoid traffic jams. As such the consumer is interested
in all accidents that happened within the last 30 min within 500 m of the consumers
current location. In this case, the consumer or the consumer’s car is the focal object
fo which continuously reports location updates. The function R calculates each /; a
circle with a radius of 500 m and /; as the center. The parameter 6 in the query has
the value 30 min.

A change of spatial interest from R; to R, requires to update the operator tree
G accordingly since the set of sensors that are deployed in R; and R, is typically
not equal and the sensors are represented as leaves in G. The update of the spatial
interest and the following switch to a new operator tree introduces new challenges:

« For traditional CEP systems, the temporal order of events can be for many opera-
tors crucial to perform correctly. A change in spatial interest with a swicth of the
operator tree implies that in mobile CEP with spatio-temporal data also the spa-
tial order and spatio-temporal order is important. To achieve a spatially ordered
event stream all events from R; need to be delivered before events from R;,, are
delivered. A spatio-temporal order requires spatial event order and temporal event
order for events from each R;.

» The concepts of consistency and completeness need to be extended for MCEP.
Spatial consistency ensures that all nodes in one operator tree process only input
data that is based on one region of interest. This can be atomic events stemming
from one particular region of interest or composite events that are based on these
atomic events. Temporal completeness requires that situational information for
one region of interest is delivered in spatio-temporal ordering for the temporal
interest 6. Thus temporal completeness with a large 6 leads to large latency.

» CEP operators can, in contrast to DSMS, be stateful. As such an operator cannot
just proceed to process the incoming data after an operator switch. Instead, the
operator state that was established when processing input data for R; needs to be
deleted, respectively the operator needs to be restarted.
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« Todetect events of interests in the new region R, ;, historical events, i.e., those that
happened before the operator tree switch are useful for two reasons: (1) a window
over the input data needs to be filled up before the operator can start processing,
which obviously introduces a start-up latency. If historical data is available, the
window can be filled up much faster, which in turn reduces the start-up latency.
(2) Historical events are useful for the consumer. In the traffic awareness example,
accidents that happened in the new region of interest R, ; before the switch to G
are useful for the consumer, because roads will be congested for some time after
the accident.

Any CEP system supporting mobile queries needs to know the location of data
sources, consumers, and brokers. The MCEP system [43] comprises a location and
performance monitor that continuously monitors the location of data sources and
consumers. A location update of a consumer from /; to [, triggers a query config-
urator which initiates a switch to a new operator tree based on the new region of
interest R;, ;. The data sources in R; are instructed to stop streaming atomic events,
and the set of data sources in R, | is identified and these data sources are instructed
to start streaming atomic events. Please note that there is a high probability that the
sets of data sources in R; and R, | overlap. To achieve spatial consistency and spatio-
temporally ordered results, so-called markers are inserted in the event streams. Mark-
ers are special messages that separate in each atomic event stream from the data
sources that are in R; and R, the atomic events that are relevant for R; and R, ;.
The arrival of a marker at an operator implies that now atomic events from a new
region arrive. It is possible that the operator is still waiting for atomic events from the
old region of interest to achieve completeness. Before processing the atomic events
from the new region of interest, the operator is reset to avoid spatial inconsistencies.
A marker is inserted in the operators’ outgoing event stream before the first event
from R, is inserted. In this way, markers are inserted by each operator in the oper-
ator tree and enable spatial consistency and spatio-temporally ordered results for all
operators. Several optimization techniques are leveraged in MCEP to produce timely
results. In the proactive version of an operator switch, the future location of the fo-
cal object is predicted and the system starts to process historical results for a future
region of interest. Once the focal object is in the predicted region of interest, all his-
torical events are already available and processed. Another optimization is related to
the overlapping sets of data sources of subsequent regions of interest and reuses the
events for processing. The delivery semantics Pol are used to specify how to trade
Quality of Information against streaming and processing costs.

Earlier work on the SOLE system [40] considers so-called regions of uncertainty
which is caused by the fact that the system does not know about all data sources in
a region of interest. The reasons for this uncertainty can be that new queries are in-
stalled and no historical data is available, as such it takes some time until the windows
are filled and results can be produced. Furthermore, moving queries imply contin-
uously changing regions of interest, which in turn leads to new data sources. This
is similar for mobile data sources that move into a region of interest. To handle the
last two cases of uncertainty, SOLE applies a caching strategy for all moving objects
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that are predicted to be at some point in time in the region of interest. As such this
solution is similar to the proactive approach in MCEP.

Query optimization is a classical research problem in databases and also inves-
tigated in spatio-temporal databases. Mobile queries have a huge potential for op-
timization. Consider the application for a car driver to get continuous information
about traffic congestions in the vicinity of the driver. The fact that there is not a sin-
gle car driver on the road, but instead a large amount of drivers introduces severe
scalability issues. Each driver represents one focal object fo; with its unique location
[;. Therefore, i mobile queries need to be executed and i can be very large consider-
ing the number of cars that are travelling on roads in major cities during rush hour.
Two mechanisms are presented in [29] to address this scalability issue:

» Reuse of processing results: If all car drivers use the same or rather similar mobile
queries to achieve situational awareness there is a substantial overlap of the oper-
ator graphs that are used to process these queries. The regions of interest of focal
objects that are close to each other will also overlap substantially and as such the
operators in the different operator graphs will process to a certain degree the same
input events.

» Relax the requirement for a fully accurate set of input events to calculate situational
awareness. This idea is similar to the well-known technique of load shedding in
CEP. By relaxing the need for accurate input data it is possible to increase the
number of operator graphs for different focal objects that can share the same set
of input events.

The solution presented in [29] is based on a reuse-aware operator tree in which
some operator graphs process input events on behalf of other operators and a system
component called selection manager. The selection manager analyzes the degree to
which input events of operators overlap. Given that the overlap is large enough with
respect to a predetermined quality metric, the selection needs to be processed only
once and can be reused for the other operator graphs.

Combining this kind of query optimization with operator placement could allow
for more improvements if the computational complexity and the deployment costs
could be kept low enough. However, this challenge is subject to future work.

6 Mobile DCEP Evaluation

The usefulness of mobile DCEP systems depends on their performance. Due to their
large scale and complexity, their performance evaluation constitutes a challenge on
its own, requiring the use of well-established, systematic methodologies. This sec-
tion introduces the most commonly used techniques for performance evaluation of
distributed systems, then summarize how these are used to evaluate mobile DCEP
systems.
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6.1 Basic Requirements and Approaches

We very briefly summarize the common approaches for performance evaluation of
distributed systems. Consult [45] for a more elaborate treatment of the subject.

Before we describe the approaches, we explain the desirable properties of the
evaluation approach and results. A basis for performance evaluation is sufficiently
representative, accurate and understandable data that enables a proper analysis of
the system under test. With experimental approaches, it is important that the ex-
periments are repeatable, e.g., to enable third party verification of the results or to
investigate the results of incremental system improvements. Results obtained from
systems with similar purposes should furthermore be comparable, e.g., by applying
similar models and/or (values of) parameters and metrics. To facilitate acquiring re-
sults with all these properties, the evaluation techniques and tools should require a
low effort and cost.

The most representative results are obtained from real world experiments using
workloads, configurations and environments similar to that expected during the fi-
nal deployment. For large-scale and/or complex systems, this approach is often too
expensive and time consuming. Instead, evaluation is performed using abstract math-
ematical or simulation models. The quality of model-based evaluation rests on how
well the used model captures the characteristics of the system under test that deter-
mine its performance. When this cannot be achieved to a satisfactory degree with
mathematical formula, due to system complexity or scale, simulation and emulation
provides a popular alternative. Simulation is by far the most common evaluation ap-
proach in computer systems’ evaluation due to its low cost, support for abstractions
that facilitate understanding and a controllable experimentation environment. Em-
ulation combines real and simulated components, e.g., running real applications on
virtual network nodes, and thereby benefits from the advantages of both real and sim-
ulation experimentation. However, since emulation experiments involve real compo-
nents, they also suffer from scalability limitations.

6.2 Performance Evaluation for Mobile DCEP

This section summarizes 19 performance evaluation reports presented in 13 key pub-
lications on mobile DCEP [14, 16, 18, 20, 23-28, 30, 32, 46] in terms of the applied
approach, tools, parameters, and metrics.

All publications include at least one simulation study, except for two publications
based on emulation that employ both simulated and real components [20, 32]. As a
result, 14 of 19 evaluation reports are based on either simulation (11 reports) or em-
ulation (three reports). Of the remaining five reports, three are based on real world
experiments (in [18, 30]), e.g., with the well-known PlanetLab test bed [47], and two
are based on mathematical analysis (in [14, 23]). The fact that simulation is the most
popular approach is not surprising since a proper evaluation of placement algorithms
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typically requires networks with several hundred nodes, making real-world experi-
ments unfeasible. This problem is further exacerbated for wireless networks where
the shared medium and node mobility implies a high degree of network dynamicity,
making it exceedingly difficult to conduct controlled and repeatable experiments. We
find that seven of the simulation experiments are performed with simulators that are
created for the specific experiments at hand, and that the remaining four experiments
are performed with the popular network simulators J-Sim [48], OMNeT++ [49] and
PeerSim [50] using real world or generated topologies, mobility patterns and net-
work traffic as input. Our survey indicates that there exists no common simulation
platform to enable the evaluation of mobile DCEP systems in general.

Some reports involve parameters and metrics that cannot readily be found in other
reports, e.g., model-specific paramters like the « in [23] and metrics like the stretch
factor in [16]. For results from such reports to be comparable with those for other
similar systems, such parameters and metrics must first be translated. This might
be cumbersome or even impossible, limiting the comparability of results. There are,
however, metrics that are widely used within a subset of the reports. For instance, so-
lutions for WSN [23-28, 46] address the common challenge of resource constraints
on nodes and are thus typically evaluated in terms of energy consumption and/or
processing cost. Comparability is however somewhat limited by the fact that the
metrics can be defined slightly different between works, or because the applied pa-
rameter types and values differ significantly from study to study. For example, the
number of nodes in the simulated networks ranges from less than 10 [46] to several
hundred [25, 27]. The most common metric for the remaining six works [14, 16,
18, 20, 30, 32] is network usage based on the bandwidth-delay product presented
in Sect. 4.2.2. This is nevertheless only used in three of these six works [14, 18, 30]
and can therefore hardly be considered as a common ground for comparison. In gen-
eral, we cannot identify any clear consensus in terms of metrics and parameters that
facilitate comparability among different mobile DCEP systems.

6.3 Future Work on the Evaluation of Mobile DCEP

Due to factors such as cost and effort, the de-facto standard evaluation approach for
mobile DCEP is simulation, mostly with simulators created for the paper at hand.
There are several disadvantages of this extensive use of custom simulators. First,
their models are not subjected to the rigorous validation that models in more general
purpose simulators are subjected to. Examples of such general purpose simulators in-
clude the widely-used, de-facto standard simulators used in the networking commu-
nity, i.e., Ns-2, Ns-3, and OMNeT++. These popular simulators have been available
for decades during which their models have been subjected to continuous validation
to assess realism and comparability. Second, for the experiments to be repeatable,
the custom simulators need to be very simple to allow sufficient, yet brief description
in an evaluation report. This problem is exacerbated by the fact that the simulators
are rarely made available for download online. To accomplish this, the simulations
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are often based on overly simplified assumptions, e.g., not accounting for complex
network phenomena like link interference and bit-error rates, which in turn affects
the credibility of the results. Comparability is also compromised since different sim-
ulators are based on different models, parameters and metrics that produce results
that cannot readily be compared. In contrast, the above mentioned network simula-
tors Ns-2, Ns-3 and OMNeT++ are freely available for download online, and are
maintained by a well-established, code review-based developer community that pro-
vides a channel through which researchers can contribute and distribute their models
world-wide. The mobile DCEP community is a relatively new one compared to the
networking community. This might be the reason behind the lack of a correspond-
ing de-facto standard simulator for mobile DCEP. Our findings suggest that such
a generic DCEP-simulator, facilitating the evaluation of a wide variety of mobile
DCEP solutions, would help improve the quality of the simulation results in terms
of repeatability and comparability. Since the performance of DCEP is largely af-
fected by the characteristics of computer networks, models for a DCEP-simulator
would benefit in terms of accuracy and realism from the reuse of these computer
network models. We argue that this is best approached by extending existing net-
work simulators with DCEP-models, rather than vice-versa, in order to benefit from
the large base of models, knowledge and support available in the network simulation
community.

7 Summary and Conclusion

CEP is a promising technology to enable situational awareness in real-time in the
Internet of Things, because it provides a declarative interface to mobile DCEP appli-
cation programmers, abstracting away data processing intricacies in the distributed
environment. Therefore, we are convinced that mobile DCEP can play an important
role in future Mobile Big Data systems.

However, mobile DCEP need to handle unstable infrastructure with limited re-
sources, because mobility implies the use of wireless networking technologies with
potential bandwidth limitations, dependency on battery lifetime in mobile devices,
and a dynamic network topology. Consequently, effective data handling and effi-
cient resource consumption is a prerequisite for such systems. The most important
mechanism to handle these issues in mobile DCEP and to meet application QoS
requirements is operator placement.

The classification of the state-of-the-art in operator placement in Sect. 4.2.4 shows
that most works aim to minimize system resource consumption such as energy and
bandwidth. Some researchers address application QoS requirements such as low la-
tency together with efficient system resource consumption. Including constraints in
the operator placement, like security concerns, is in its infancy and the potential that
operator placement has for privacy protection has to the best of our knowledge not
been addressed yet. A lot of decentralized placement mechanism exists, but very few
address issues related to a dynamic topology in mobile DCEP. Consequently, none
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of the solutions proposed is applicable in highly dynamic environments. A lot of
work has been done in enabling placement adaptation to deal with change in DCEP
systems. The adaptation strategies vary by the monitored change, adaptation tech-
niques applied and adaptation triggers. The network topology, data rate and change
in the operator tree are the main elements monitored to determine when it is time
to trigger adaptation using predefined performance threshold. Some works consider
constraints violation as a means to ensure application QoS through adaptation. Two
main adaptation techniques are applied: operator migration and placement adapta-
tion. It is our belief that, to enable QoS for mobile DCEP applications, it is necessary
to further study constrained violation based adaptation triggers.

Operator placement itself is also not sufficient for mobile environments, since
mobility of devices, including brokers hosting operators, can render an initial and
near optimal placement in short term sub-optimal or even result in a very inefficient
system. Therefore, an efficient placement adaptation is required to ensure the perfor-
mance and efficiency of the system.

Mobility does not only cause challenges at the infrastructure level, but also at
the user and application level. For example, mobile consumers of location-based
services are often interested in events in their vicinity. Due to mobility the region
of interest and the sensors in these regions continuously change. To support mo-
bile queries in CEP for this kind of applications mobile DCEP needs to properly
handle dynamic data sources or producers, dynamic or mobile range queries, spatio-
temporal event ordering, spatial consistency and temporal completeness, CEP oper-
ator state transition and management, and location awareness.

There is currently very limited work on mobile queries for mobile DCEP. More
research needs to be done to explore all the issues introduced by mobile consumers
with location based interests. Furthermore, operator placement techniques need to
address challenges introduced by mobile queries in order to ensure efficient and ef-
fective event processing networks.

Mobile DCEP is mostly evaluated with either simulation or emulation. The pa-
rameters used vary across evaluation reports, making it difficult to compare them.
Custom simulators are used for evaluation, making them less reliable compared to
more established simulators. Furthermore, the custom simulators are rarely made
available to reproduce the results from the evaluations. It appears that the DCEP
research community would benefit from a generic DCEP-simulator facilitating the
evaluation of a wide variety of mobile DCEP solutions. Such a simulator would
enable repeatable experiments with results that are representative of the simulated
system as well as comparable with results from experiments with other systems con-
ducted with the same simulator. Additionally, reusing already existing and mature
simulation tools from the networking community would ensure accuracy and realism
of mobile DCEP evaluations due to their large scale networking characteristics.

Even thought there are many open research issues in mobile DCEP, this chapter
shows that results and useful systems for certain scenarios exist. Since mobility can
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have many forms it will probably turn out in the future that it is not possible to
design one mobile DCEP system that can handle all the challenges which are caused
by mobility. Instead, proper solutions for cases in which only the edge network is
mobile might be earlier ready than proper mobile DCEP solutions for infrastructure
less networks.
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Electromagnetic Interference

and Discontinuity Effects

of Interconnections on Big Data
Performance of Integrated Circuits

Seyi Stephen Olokede and Babu Sena Paul

Abstract An antenna-in-package solution has recently been the ultimate technol-
ogy offering innovation and perhaps the most highly integrated radio miniaturiza-
tion surface-mounted chipset device for short-range, high-speed, high-gain, and
large-scale big data hyper-performance server platforms. Electromagnetic interfer-
ence (EMI) arises as a result of discontinuity of the interconnections between the
antenna and the integrated circuit (IC) chips, which limits their efficiency consid-
erably, as it increases the mutual coupling and initiates and propagates surface
waves, thus limiting the radiation efficiency in particular at the far-field. The
backplanes, on which the IC boards containing data communication chips and
processors are densely installed, are interconnected with high-speed integrated
transceiver circuits using wire traces and connectors. As a result, transmission
losses become considerable, in particular for backplanes operating at transfer speeds
greater than 10 Gbps. In effect, the signal distortion becomes so significant that
accurate data transmission without distortion is near impossible. Techniques to
ameliorate the drawbacks of the side effects of parasitics are investigated in this
chapter. Existing solutions to mitigate such effects are assessed to determine the
extent of their efficacy. Alternative coupling techniques are examined. The effects
of grounding, filtering, guard rings, shielding and decoupling are studied. The
implication of process technology in eliminating EMI is also examined.
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1 Introduction

Data-intensive technologies, otherwise known as big data, are currently the tech-
nology of choice, necessitated by present and future needs brought about by the
data explosion with an unprecedented increase in diverse data sources. Big data
technologies are currently the board-level technologies, where an enormous volume
of data traffic is generated through a deluge of data driven by many available
smartphones, mobile video and video streaming, tablets, social media, remote
sensing, global positioning systems, smart metering, smart cities, the internet,
healthcare, a wide range of sensors, connected cars, user-generated content,
machine-to-machine communication, etc. A new lexicon of units to measure
memory capacity, such as petabyte and even exabyte, is being used as everyday
terminology. The massive volume of data may even grow to hundreds of exabyte
from the proliferation and confluence of these data sets emanating from the deluge
of diverse information sources. Thus, the rapid proliferation of these massive data
sets is driven by data handling and transfer, in particular over internet protocol in
the order of 100 times of that obtainable in 2010, with a projected volume growth to
about half a million exabyte by 2020 [5], with a projected constant growth rate of
between 20 and 40% [8].

Advances in complementary metal-oxide semiconductor (CMOS) technologies
and their derivatives have paved the way for the recent information revolution via
highly integrated circuits (ICs) to support high-density, high-performance,
large-scale multiprocessor-based data centers in a bid to meet the constant demand
for multi-gigabit applications. The fast and massive data system transfer, internet
access workloads, big data applications and diversity vis-a-vis its complexity, etc.,
have necessitated the current migration to millimeter wave (mm-wave) band with
excellent throughput rates and data streams in order to satisfy requirements for huge
bandwidth, mobility and low-cost devices. It is evident therefore that integrated
mm-wave communication technology offers the largest amount of available spectral
bandwidth of about ~10 GHz with robustness for greater data rates. The dynamics
of silicon (Si) technologies’ operation with respect to Si germanium (SiGe) bipolar
CMOS and CMOS at mm-wave frequencies, originally reserved for III-V com-
pound semiconductors, has engendered enthusiasm in recent times. They are less
sensitive to interconnect parasitics as a result of complementary transistor terminal
impedances for a given power consumption and towering transconductance. To
meet consumer marketplace requirements, alternative but efficient solutions must be
demonstrated to be realizable, cheap and compact in order to effect mass deploy-
ment with higher transmission speeds and longer transmission channels for the
large-scale data center transceivers.

The antenna-in-package (AiP) alternative is a contemporary, unconventional
success in wireless systems miniaturization. Unlike antenna-on-package (AoP), AiP
has been identified as the utmost auspicious antenna alternative for extremely
densified integrated mm-wave applications, albeit in short-range but very high-speed
wireless communications. It alleviates the difficulties in interconnections between
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the chip and antennas, as well as the motherboard. The interconnection can be
accomplished by using either the flip-chip or wire-bonding technique. As technology
progresses, it becomes necessary to isolate various active and passive elements from
one another in the IC structure, especially since the integration of dissimilar signals
requires large isolation between them. Isolation problems, such as the widely
observed and understood latch-up phenomena fostering crosstalk between active
circuits and antennas, have become issues of concern. Because of poor isolation of
the Si substrate, the isolation properties of the Si substrate result in capacitive and
resistive parasitics that decrease the speed of the transistor. The AiP mechanism of
placing antenna elements in an arrangement of stacked chips and thus feeding them
through vias reduces the complexities of EMI as a result of discontinuities along
these interconnections. Nonetheless, the distributed magnetic and electric fields are
thus experienced along the interconnecting vias, the effects of which become
appreciable at mm-wave band, and they consequently suffer from fringing field
effects and losses due to abrupt changes in terms of short/open stubs, junctions and
bends. In effect, signal distortions escalate with longer transmission channels and
higher transmission speeds. As a result, the link budget limit at about 10 GHz
communications is less than 1 m in existing multichannel transceivers, which makes
it extremely difficult to extend the distance of transmission, in particular as regards
high-speed transceivers. It also poses a serious challenge of slow response to calls
from large-scale servers, causing severe difficulty.

For big data to be sustained with respect to the internet-of-things (IoTs), back-
planes must be implemented in such a way that transfer speeds of no less than
10 Gbps are sustained. The interconnections must be implemented such that dis-
continuities are minimized at device level to avoid low speed, signal distortion and
inability to recover clock-signal components correctly. In this chapter therefore, we
intend to develop electromagnetic (EM) code to model and characterize intercon-
nections’ discontinuity. We intend to investigate their response to excitations fur-
ther, and to determine to what degree they can inhibit signal dispersion. The chapter
is written based on two fundamentals, namely the interrelatedness of big data with
systems-on-chip (SoCs), and the second part that examines the propagations delay
response occurring on ICs due to interconnection parasitic and EM interactions. The
chapter therefore investigates the effects of interconnect parasitic and EM interac-
tions on propagation delay response with respect to big data highly integrated
large-scale ICs platforms. The concept of SoC with respect to big data is introduced
in detail, and a mathematical model to predict propagation delay based on an RC
model is examined. While the RLC model has been gaining popularity in recent
times to predict the effect of parasitics on ICs’ performance, this chapter instead
focuses on the RC model since the model is sufficient to predict the effects of
capacitive coupling and resistance on the delay time approximately. The intent is to
investigate the interconnections parasitic effect on the big data performance of ICs
to ascertain whether there is indeed a substantial delay. If the delay is substantial,
then signal distortion occurs, in particular where the propagation signal is the
communication of diverse and massive data across highly densified large-scale
servers that are built based on SoC technology.
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2 Big Data and System-on-Chips

The proliferation of big data with an unprecedented explosion of data traffic as a
result of diverse domain sources will definitely require flexible, robust and
decentralized network architectures to guarantee adequate and quick-response
storage, process, request, and query, for it to be sustainable and efficient. Though
the big data six latest developments industrial chain (namely data source or
extraction using sensor data; aggregation-based open source infrastructure using
either NoSQL or NewSQL data analysis and mining via unstructured data analysis,
or/and data visualization; cross-platform infrastructure; and finally, marketing and
advertising marketing applications [29]) comprises core technologies upon which
big data and its applications are based, its efficiency and sustainability may be
contingent on the response and speed of the densely integrated heterogeneous
interconnect sensors and high-speed computer servers. Data acquisitions requested
from these hyper-densified heterogeneous servers demand low latency roundtrip
and ultra-fast arrival time from the internet access workloads and massive data
technologies in order to support this deluge of big data. Moreover, the complexities
of the massive interconnected RF hardware chains simultaneously serving these
densified servers put more pressure on the possibility of relaxed latency, and much
more on energy consumption complexity.

The situation becomes more precarious as this massive RF hardware chain
increases in magnitude. Efforts are made at software level in connection with
communication capabilities with the intent to achieve relaxed latency, in particular
using many available and even novel machine learning algorithms to enhance the
speed of the highly densified multi-servers. However, inadequacies such as parallel
slowdown and race condition effects with respect to parallel programming rather
than the traditional human brain sequential way of thinking, render the software
solution inefficient [7]. Ultra-high density integrated multi-functional Si SoCs
enabled essentially to power big data technologies, backplanes, and IoTs to satisfy
sufficient bandwidth, latency requirements and avoid signal distortions are neces-
sities. While extreme densification of heterogeneous networks could be beneficial
for bandwidth enhancement, the need for more bandwidth cannot be
over-emphasized even in the face of offloading procedures for optimal performance
[5]. Little research has been reported at the level of hardware enhancement and
systemic performance efficiency.

3 Millimeter Wave

The mm-wave band provides promising wireless digital interface data rate capa-
bilities in excess of 20 Gbps [12]. The vast available bandwidth in this idle
mm-wave band is more than the sum total of all other licensed spectra available for
wireless communication [2]. This band has thus been standardized to facilitate a
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robust platform for the next generation of wireless multimedia applications. The
wavelength specifics (1-10 mm) of this band with attendant reduced form factor
support densification of low power, high-speed, ultra-high ICs and sensor networks
to support big data communication. As advances in SiGe and CMOS technologies
progress, highly integrated multi-chip alternative solutions in Si become progres-
sively realizable, thus making integrated mm-wave technology more attractive.
Indeed, the commercial success of SiGe technology can be attributed to its ability to
provide a very competitive integrated radio solution on a single chip using the
high-volume manufacturing capability of a standard CMOS processing fabricator.
This ever increasing, rapidly growing, expanding, and evolving wireless world with
new high-speed demands and technological breakthroughs has had a huge impact
on the market, such that laptops, personal computers, printers, cellphones, and
voice-over-internet-protocol phones, MP3 players at homes, in offices and even in
public areas are incorporating this wireless technology. It is then evident that the
exorbitant cost of deployment is not unconnected with the historical expensive cost
to implement the hardware operating at mm-wave frequencies.

Moreover, the systemic RF front end has been considered a substantial sphere of
risk with respect to yields and fabrication tolerances, because of the high costs of
implementation, semiconductor technology/chipset and packaging. Nonetheless,
technology breakthroughs, development and advances may be consolidated to
ensure cost cutbacks in semiconductor technology, packaging and implementation.
Since this technology is gradually becoming ubiquitous considering the
high-frequency application domain, the implication is that it is already on a
declining cost curve. Besides, current advances in semiconductor technology could
be supplemented for low-cost alternatives to warrant mm-wave wideband wireless
applications’ costs. The unending advances in integrated mm-wave packaging
technologies are driving different innovative and packaging alternatives that are in
turn driving low-cost solutions.

Si IC implementations of emerging 3D IC, ultra-high density catch memory on
multiple layers, and radio standards are promising smaller, lower cost next gener-
ation chips enabling mobility and feature-rich big data robust capability [31]. SoC,
which also consists of highly integrated AoP and AiP, is the most important
technology for next generation big data technologies. SoC makes it possible to
integrate all required circuits and devices on a chip, such that smaller and
lower-power tuners offer tremendously attractive solutions, while substantially
driving down costs. Today high-density, high-performance, large-scale servers
require large SoCs integrating multi-Gbps transceivers with clock data recovery to
handle large-volume multimedia data [56]. This requires high operating perfor-
mance and high package density with low cost and low power consumption. High
operating performance and flexibility for many applications demand extremely low
power consumption in spite of high throughput operation. Uses of dedicated
operation engines, vector pipelining operation and parallelism with low voltage
operation are well-known techniques to ensure low power yet high throughput
processing.
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4 MIMO Based on Millimeter Wave Technology

Multiple input, multiple output (MIMO) is particularly beneficial at mm-wave band
because of the smaller form factor as a result of the extremely short wavelength
specificity of this frequency band. Consequently, massive MIMO systems are not
only realizable in this band, but are reasonable as the antenna form factor dwindles
with respect to frequency. By implication therefore, highly integrated arrays of a
substantial bandwidth-gain product can be realized with a considerable reduction in
aperture size, in particular when compared with the microwave band of frequency,
since for instance the wavelength of a 60 GHz antenna is about 5 mm. According to
estimates, close to 70 antennas can be co-located on a single die, such that close to
200 antennas can be co-located on a serial array of about 0.5 m at a center reso-
nance of 60 GHz. Implementing MIMO technology based on mm-waves creates an
opportunity to co-design the antenna, the chip and the package such that the
single-chip radio combines an antenna with a single-chip die in order to evolve a
benchmarked surface installed device. Alternatively, it may be regarded as an
antenna integrated in a chip package. When highly IC technology is implemented,
both the board area of the antenna and the assembly cost can be saved [58]. The
performance of the resulting single-chip radio is thus maximized, with increasing
mass deployment capabilities. The benefits of this technology are compactness and
cost-effectiveness.

Such electrically small antennas exhibit very poor radiation efficiency, a sub-
stantial quality factor (Q-factor) and low available power [9, 53]. Substantial
radiation losses due to conductive current and substrate absorption and the near
effect of metal structures in the vicinity of the antennas (which influences the phase,
the magnitude and input impedance of the received signals) are other challenges
[17, 19, 26, 55]. There have been many challenges regarding system packaging
(due to high-resolution photo-lithography, accurate alignment, or high-precision
machining), simulation, physical realization, design, integration, complete system
testing, etc. Nevertheless, the advantages of a mm-wave single-chip integrated
antenna still drive a substantial amount of research to determine optimal alternatives
to solving these performance challenges. Tsutsumi et al. [52], for instance, intro-
duced a three-dimensional 60 GHz triangular antenna chip with the output and
input pad connected to a metal pad mounted on a substrate with bonding wires. The
result offered remarkably improved radiation efficiency as a result of the distance
created between the strong electric current and the chip.

5 Internet-of-Things

It is certain that the many existing available traditional software tools and hardware
environment are grossly insufficient to accommodate, manage, retrieve and process
the large amount of data required by big data technologies. Efficient conventional
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Fig. 1 Basic IoT system technology

sensors and massive heterogeneous smart sensors could be beneficial by providing
additional and complementary process and storage platforms [34]. Interconnections
of several millions of internet-enabled smart sensors, otherwise known as IoTs with
low roundtrip latency, and minimum power consumption could serve as comple-
mentary but additional alternatives to support the existing software and hardware
tools. Figure 1 depicts the basic architecture of IoTs’ technology. The immediate
focus of this work is to examine the communication implications of IoT technology,
with a view to investigate the many available efficient alternatives for transmitting
the massive amount of data to the data centers. For optimal performance, it is
expected that the IoT technology design specifications must exhibit a reasonable
link budget, low power consumption, and finally, cost-effectiveness. To ensure a
reasonable link budget, available communication technologies will be reviewed.

5.1 Near Field Communication

Near field communication (NFC) is a two-way low-bandwidth wireless technology
that supports contactless data transfer in the neighborhood of 400 Kbps. Wireless
interaction of machine-to-machine and information exchange takes place in a range
of 0.1 m. It is a low-powered technology that supports transactions between elec-
tronic gadgets in particular through mobile payment systems (using Android pay,
Apple pay, or Samsung pay) such as smart phones, tablets, payment transaction
through contactless point of sale, etc. Unfortunately, the data rate capability of
technology of less than 500 Kbps makes the technology inadequate for a big data
system because of the low-bandwidth limitation. The NFC technology relies on
near field EM induction, the region of which experiences a dominant magnetic field.
Because the magnetic field density is high in this region, the performance is limited
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by a short link budget of a few centimeters. Moreover, the EM compatibility
(EMC) effect is significant. To be adaptable for big data, hundreds of billions of
interconnections may be required in order to increase the channel capacity, and also
accommodate such massive data. In effect, the cumulative effect of the EMC may
be dysfunctional to optimal performance of NEC technology with respect to big
data hardware resources. The drawback of such a scenario is expected to become
obvious as its deployment enters the mainstream in the next few years. To address
these shortcomings, attempts to forestall such a scenario are being made. For
instance, Kim et al. foresaw this shortcoming and hence proposed near field MIMO
based on heterogeneous multipole antenna arrays [27]. Their resulting design
successfully enhanced channel capacity and reduced crosstalk between the trans-
mitter and receiver.

5.2 Radio Frequency Identification

Radio frequency identification (RFID) is wireless technology consisting of a
miniaturized IC chip and an antenna. While this electronic device is not different
from the magnetic strip on an ATM card, credit/debit card, or a bar code in terms of
application, purpose and object identification, the alignment problem between the
reader and the tag, reminiscent of what is obtainable in these above-mentioned
applications, is uncommon with RFID. It exhibits a good budget link range of
0.0001-0.2 km [6]. However, it has a low data rate capability, besides the usual tag
and/or reader collision challenges, occurring because more readers overlap, as a
result of simultaneous queries.

5.3 IEEE 802.15.4

Wireless home automation networks standardized by IEEE 802.15 wireless task
group 4 are low-power, low data through-put technology predicated on
battery-powered RF transceivers. The applications include ZigBee, z-wave,
6LoWPAN, Thread, Wavenis, INSTEON, etc. On average, they demonstrate low
data throughput in the range of 20-250 Kbps, and a link budget of about 10-50 m
for indoor and 45-1000 m for outdoor operations. They operate at an average
frequency band of 433 MHz-2.4 GHz. Though these applications are similar,
nonetheless there have been considerable differences in terms of physical/link
layers, network/application layers, communication modes, implementation size,
modulation technique, expected latency, etc. Notwithstanding this, they
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demonstrate low latency on average, except the emerging INSTEON and its
derivatives with an average latency of between 100 and 200 ms, and will conse-
quently pose a significant challenge when deployed for big data.

5.4 Cellular Technology

IoTs requiring a good link budget essentially rely on cellular technology such as
GSM, 3G, or 4G (Long-Time Evolution LTE, Long-Time Evolution—Advance
LTE-A). The link budget ranges from 40 km to close to 200 km for high-speed
packet access. The technology demonstrates wider coverage, high-speed data
throughput, low latency, and enhanced bandwidth, in particular for LTEs with a data
throughput of about 3—10 Mbps. However, it operates at lower frequency bands of
the spectrum, such as 900/1800-1900/2100. These frequency bands cause the elec-
trical length of the antennas to be large in terms of their aperture size, thus making
highly integrated circuit nearly impossible. Deployability as IoTs for big data may
pose a significant challenge in terms of hardware technology of their ecosystem.
Furthermore, the power consumption is enormous, and the cost may be exorbitant.

5.5 WiFi and RF Technology

Low cost, low power consumption, higher data throughput and long link budget
connectivity are competing design requirements to implement successful highly
densified IoTs for big data environments. In order to transmit massive data to the
large-scale servers (gateway), alternative robust connectivity such as that offered by
Bluetooth, WiFi (2.4/5.8 GHz), and the emerging 60 GHz technology, otherwise
called sub-wavelength transceivers, provides better data throughput, higher speed
and low cost. The 2.4/5.8 GHz support data throughput of 0.5-1 Gbps, a link
budget of less than 100 m and reduced power consumption. While the antenna form
factor of 5 GHz is reasonable, the 2.5 GHz aperture size is substantial and requires
higher power consumption. 5.8 GHz transceivers support higher channel bandwidth
with an attendant low link budget, selectivity, and sensitivity limitations. They also
demonstrate inferior penetration. The congestion of the 2.4 GHz spectrum due to
many competing applications causes considerable EMI infractions from neighbor-
ing applications.

To satisfy the big data requirement of ultra-high speed and highly integrated
connectivity SoCs using IoTs, emerging mm-wave radios will be appropriate.
Channel bandwidth in excess of 12 GHz, substantial data throughput of about
1 Gbps, good narrow-band transmission capability and reasonable power con-
sumption are the many advantages of sub-GHz radios. Because of their extremely
small form factor and advances in Si technologies for scalability, highly densified
integrated transceivers can be realized.
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6 Integrated Antenna and System-on-Chip
Transceiver Chipset

A CMOS exhibits optimal integration alternatives and is cheapest. Device scaling
via bandgap shrinking and thinning of Ge with respect to Si permits optimal per-
formance enhancement in terms of low cost, single-chip integration capability and
lasting battery life. Research continues on semiconductor materials on Si [40], with a
focused interest in the development of transistor-scale heterogeneous integration
processes to combine high-power CS devices intimately with high-density Si CMOS
circuits, in order to proffer solutions or alternatives to numerous challenges facing
today’s engineers and research scientists attempting to offer low-cost, efficient and
tunable designs. CMOS technology applications (including the RF front-end) are
ubiquitous and gradually becoming standard practice at 10 GHz and below. SiGe is
an advanced technology over the traditional Si mainstay semiconductor technology.
Being a state-of-the-art technology, it offers improved and optimized power con-
sumption capability, a reduced number of external components, better sensitivity,
high speed, better gain and an enhanced dynamic range. The design of the antenna,
in particular its integration, becomes much easier at 60 GHz, as its size is in the
neighborhood of 5 mm. Thus, the integration of such an SoC into a package
becomes less cumbersome. Unfortunately, the antenna performance metrics in terms
of beamwidth, impedance bandwidth, antenna efficiency and directive characteris-
tics are degraded as a result of the reduced form factor. Substrate low resistivity, high
permittivity, surface waves and thickness are factors that depreciate their perfor-
mance profile. The radiation efficiency degrades with respect to the choice of sub-
strate. AiPs offer a promising and more efficient alternative.

7 Antenna-in-Package

The AiP alternative is a contemporary unconventional and vital success in wireless
systems’ miniaturization. The AiP solution, unlike AoP, is identified as the utmost
auspicious antenna alternative for extremely integrated mm-wave applications,
albeit at short-range but very high-speed wireless communications. This is because
of the available broad bandwidth [3, 13, 20, 28, 30, 38, 39, 44, 52, 60, 65]. It
alleviates the difficulties in interconnections between the chip and antennas, as well
as the motherboard [42, 62]. The interconnection can be accomplished by using
either the flip-chip or wire-bonding technique. Both interconnection techniques are
implemented based on inductive interconnections and exhibit optimal frequency
bounds, notwithstanding interconnection via capacitive- or EM-coupling tech-
niques. The two coupling techniques are deployable where and when necessary.
These are the very reasons why the AiPs have outperformed the AoCs, and are
considered superior, in particular in terms of low cost, compact size, high gain and
radiation efficiency [35].
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8 Antenna-in-Package Technology

As advances in SiGe and CMOS technologies progress, single-chip alternative
solutions in Si become progressively realizable, thus making integrated mm-wave
technology more attractive. The short wavelength specificity of the mm-wave band
allow antennas to be integrated on a chip or embedded within a package. Thus, a
large number of antennas can be combined in a densely integrated radio die.

The implementation can be done in either horizontal geometry or vertical type,
as illustrated in Fig. 2 and further illustrated in the work of Zhang and Duixian [59].
As a result, AiP has been identified as the most promising alternative antenna
solution, in particular with respect to its inherent enormous impedance bandwidth,
extremely high speed, reasonable gain and substantial data throughput. For
instance, considerable bandwidth efficiency is achievable by prototyping a planar
antenna radiating element on a superstrate [4, 10, 18] or suspending an antenna
element in air [14]. In a bid to achieve further low-cost integrated mm-wave AiP
solutions, a proof-of-concept antenna prototyped on fused silica was developed, and
is suitable for mass production as reported by Pfeiffer et al. [38]. A similar design,
prototyped on different packaging, was realized in the work of Huang and Went-
zloff [21]. The realized cavity-backed folded dipoles demonstrated a robust radia-
tion efficiency well above 90%, a gain of 7 dBi and an impedance bandwidth greater
than 20 GHz.

In Fig. 3a a conceptual build-up of AiP based on a land grid array by IBM is
presented [38, 38]. The antenna is flip-chipped using wire-bonding interconnect.
The Toshiba research group also implemented an AiP solution using wire bonding
[65], as demonstrated in Fig. 3b. The bond wires interconnect the chip input-output
(I/0) pads and the substrate in such a way as to form a 3D triangular loop shape
[63]. A similar procedure as shown in Fig. 3¢ was employed by NTU Singapore,
also using bond wire [63]. Interconnections to interface the chip to the package is
done by using the bond wires or flip-chip. It is evident that transmission losses due
to discontinuity, bends and junctions are unavoidable as the excitation signal
propagates along the interconnections. The effect of this becomes significant in the
mm-wave spectrum, which is the subject of consideration in this chapter, in order to
provide a robust platform for big data, and thus has a considerable influence on
performance in terms of speed and data throughput. Though flip-chip technology
yields a better performance profile compared to bond wire, bond wire is robust,
tolerant to chip thermal expansion and cost-effective. Because of the severity of this
problem, several alternative solutions to ameliorate the challenges have been pro-
posed and novel solutions are being investigated. The common solution is to reduce
either the interconnect length of the bond wire or the chip-package inter-spacing.
However, reduction of the bond wire length is limited by manufacturability pro-
cedures, whereas wider chip-package spacing must be maintained to enhance the
performance, especially in the mm-wave band.
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Zhang et al. [63] introduced Budka’s bond wire compensation scheme (shown in
Fig. 4) to mitigate the effect of transmission loss as the frequency increases at
mm-wave frequency, whereas a 3D triangular loop was proposed by Toshiba
engineers, as shown in Fig. 4b. Toshiba engineers indirectly elongated the inter-
connection between the chip and the substantial electric current by following a
triangular loop in order to accommodate sufficient distance between the chip and
the package such that the strong electric current along the path decays while
simultaneously maintaining compactness. Figure 4a depicts the compensation
technique introduced by Zhang et al. [63] using Budka’s bond wire compensation
scheme. Though these alternative solutions were able to reduce transmission losses,
the EMI problem is largely unsolved and solutions for transmission losses proposed
by these research projects have not been standardized by any professional body.
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9 Electromagnetic Interference Implications
of Interconnections

When RC interconnection lines are etched on a substrate, as shown in Fig. 5b, the
planar interconnection structure is similar to a radiator, such as a passive trans-
mission line or an antenna. As these transmission line structures bend, discontinue,
terminate abruptly or form junctions, fringing fields are created, in particular when
spacing between the interconnection structures and the subsequent conductive
layers is interleaved with a dielectric material. The radiation characteristics of these
structures increase their interference susceptibility to EM fields emanating from the
structure upon excitation. To understand this phenomenon better, a few methods of
analysis are often used to investigate the EM interaction challenges on the circuits.
Analysis using transmission line coupling theory based on injected EM has been
popular in the past. Because of the inefficiency of this analysis, alternative solutions
based on a full-wave technique predicated on 3D finite-domain time-domain
(FDTD) codes are now commonly used. Though the FDTD methods are accurate,
they require considerable computational resources in particular when applied to
high-speed, high-gain, and, large-scale big data hyper-performance server plat-
forms, as are discussed in this chapter.

To profter alternative efficient solutions, diverse methods have been proposed, as
reported in many publications. Rather, we propose a delay response extraction
model based on the equivalent circuit representation of the interconnected structures
on multi-layer substrates. A matrix-based extraction algorithm is employed using
externally applied field coupling excitation as a result of current sources (i;) and
applied voltages (v;) across the interconnections. While this method investigates the
time delay response on the long RC interconnection lines in the vicinity of EM
interactions, we will focus on the implications of RC interconnection delays (for the
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Fig. 5 A typical cross-section schematic diagram showing hierarchical contacts, interconnects
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purpose of brevity) as demonstrated in Sect. 10, and rather interpolate the effect of
EM interactions on circuit delay using the work of Shen et al. [46] and Tang et al.
[49]. We go further to validate these interpolations using 3D EM numerical code
based on advanced numerical methods. Our interpolation indicates that the avail-
ability of passives in the vicinity of the RC interconnect lines depreciate marginally
the gain of the would-be antenna oriented in parallel to these interconnect lines.
This gain may seem marginal, but the effect is catastrophic, since the gain of the
traditional antenna on/in-package on silicon substrate is intrinsically in the negative
territory owing to high substrate permittivity and low resistivity of the dielectrics. In
addition, the RC interconnect lines are capable of shifting upward the resonance
response of integrated antennas due to EM interactions and fringing effects. The
metallization thickness of the interconnect passives on the dielectrics substantially
affects the transmission gain, such that its increase substantially reduces the
transmission gain. Moreover, the EM radiations from the interconnects affect the
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CMOS functionalities due to EM interactions. The side effect of the EM interac-
tions is also evident between I/O adjacent interconnect coupling lines with respect
to signal integrity, such that the signal propagation becomes weaker. This side
effect causes crosstalk between adjacent channels. The effect gets worse in the
mm-wave frequency spectrum and for a high-speed data network capable of sup-
porting big data server platforms.

10 Analysis of Interconnections

Interconnects are conductive wires or flip-chips that interconnect functional circuit
elements and devices. It is evident from the above sections that either low-cost bond
wires or flip chips are the standard procedures employed to connect the lead frame
to the on-chip electronics. These interconnects consist of resistance, capacitance
and inductance. As a result, these identified intrinsic components introduce a
capacitive, resistive, and inductive parasitics contribution. By implication, side
effects such as power distribution challenges, energy consumption, delay, trans-
mission losses due to bends, junctions, discontinuities and noise are common
occurrences with attendant system unreliability. As feature size reaches <0.35\
microns, the parasitics effect becomes substantial, with associated poor signal
propagation integrity along the interconnects. The computational run time becomes
significant, with undesirable trade-off in terms of accuracy. Figure 5a depicts a
typical cross-section of a backend structure, showing different interconnections,
contacts and vias in hierarchical topography. Global interconnects known to have
low resistivities usually travel above the local interconnects plane and much longer
distances across different circuit elements and devices. However, the local inter-
connects do not travel over long distances because of their higher resistivities.
Figure 5b demonstrates RC analysis of interconnect structures on the SiO, layer. It
is anticipated that if global interconnects should travel a longer distance, the dis-
continuity effect, transmission loss, delay, and signal distortion will be consider-
able. To confirm these assertions, we present the parasitic characterization effect of
interconnections based on equivalent circuit representation of interconnections
depicted in Fig. 6. Consider an IC with m number of conductors and dielectrics.
Assume that both the conductor surfaces and the dielectric interface are discretized
into n cells (or tiles), where n = n. + nq such that n, is the number of cells on the
conductors, and ny is the number of cells in the dielectrics. Let the length of each
interconnection be L;. It is expected that that a charge g; will be uniformly dis-
tributed on each cell (i) when potential is applied across the two conductors x;
interspaced with a dielectric interface.
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Applying Gauss’s law, the charge distribution on 7 cells can be determined. The
charge contribution on a cell j to the potential at the center of cell i is as stated in

Eq. (1).
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Equation (2) is the potential (P;) at the center of the i-th cell with respect to sum
of the contribution on all other n cells on the surface of the conductor. Similarly, the
displacement field difference normal to the center of the i-th dielectric interface cell
is as stated in Eq. (4), in particular as cell i lies at the dielectric-dielectric interface
with dielectric constants £; and &,.
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Substitute Eq. (4) into Eq. (2) while evaluating the potential gives Eq. (5),
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Simplifying Eq. (6) gives Eq. (7). Equations (2) and (5) are re-expressed in a
matrix form and as shown in Eq. (8).
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Further simplifying Eq. (8) gives Eq. (9).
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where i # j, and A is a dense matrix equivalent to the number of cells X the
number of cells. Thus, the capacitances of line-to-other-line, or the coupling
capacitances (Cy) are given in Eq. (10)
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The total capacitances (Ct) with respect to Fig. Sb are as stated in Eq. (11),
whereas the equation to determine the line resistances of the interconnects is stated
in Eq. (12), where X, is the oxide thickness, k; is the factor responsible for the



200 S.S. Olokede and B.S. Paul

substrate fringing field, p is the interconnect resistivity, and &,y is the dielectric
permittivity of the oxide. The second term of Eq. (11) represents the
substrate-to-line capacitance. To determine the delay time (tr) using Ty = 0.89
RC gives Eq. (13).

2 WiL;
Tr =Rijk] [C[] +80x80 jX (13)

ox

The sizes of W and Lg are contingent on the feature size and lithographic
capabilities. It is not uncommon to see a few laboratories running lithographic
technologies with etching capabilities around 45-180 nm. In this work, we assume
Xox = 0.18\ micron and H = 0.045\ micron.

11 Performance Metrics of Interconnections

Figure 7 depicts the performance metrics of RC line interconnections. In Fig. 7a,
the delay time against the line resistance is plotted. It is evident that the delay time
increases as resistance increases, in particular as the line length of the wire inter-
connection increases. The delay time also increases as the line width decreases.
A steep time delay response is observable in the medium to long range as the line
length increases. Figure 7b demonstrates the effect of total capacitances (Ct) on the
delay time. The delay time responds rather sharply in a short time to about
200 fF/mm, and subsequently increases steadily to the medium and long range. The
influence of the line-to-line capacitance (C;) on the response time is dominant.
Interestingly, the capacitance is in a way influenced by the degree or extent of the
dielectric permittivity. Low dielectric permittivity lowers the delay as a result of the
RC wire interconnection. It also lowers the power consumption and crosstalk. Once
these interconnection lines are energized, the propagated energy from the source
down the line dissipates owing to line loss as the power propagates along the RC
line, with attendant reduced data throughput. Tapering the cross-sectional area of
the RC interconnection lines (but not below the line effective resistance) improves
the response time, in particular in the medium to long distance. The delay time
becomes considerable as the interconnection line length increases, as demonstrated
in Fig. 7c. The delay times also appreciate as the resistivity of the lines increases
with increasing length. The delay time is almost linear until the line length is about
5 mm, after which the response becomes progressively steeper. The response
gradient is only contingent on the feature size as depicted. The gradient is highest in
the case of a feature size of 45 nm, and lowest at 180 nm. Therefore, the delay time
will remain a challenge as the lithographic technologies progress. Figure 7d is a
graph of delay time versus wire width (in mm). The delay response appreciates as
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the interconnection wires increases. This effect stabilizes at W = 1 um, and sub-
sequently mildly linearizes at 0.0001 <z> 5 psec. The RC delay curve character-
istics stipulate its response dependency on the resistive and capacitive
contributions. Though their effects on the delay time vary from short, medium and
long distances of the interconnections line length and width, the delay specifically
impedes the circuit speed performance and data throughput capability. The longer
the line length, the more the delay, and also the power consumption.

12 Performance Improvement of Interconnections

It is evident therefore that the delay response on RC interconnection lines is sub-
stantial. It is also obvious that the crosstalk noise is unavoidable because of the
presence of EM interactions on the lines. Distortion tendencies of this effect on the
communicated data are supported by Tang [50] who observes byte-swap of the
most significant byte of a counter owing to EM interactions. He further points out
that the EMI problems affect both high-speed and low-speed systems. Dynamic
power consumption consequently occurs and increases with RC interconnection
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length. Figure 8 demonstrates the performance enhancement possibility of these
interconnections with respect to the feature size progressions. It is clear that
silver-etched RC interconnects demonstrate overt enhancement compared to copper,
followed by aluminum. While silver could be expensive, aluminum exhibits sub-
stantial delay in the neighborhood of 40% of the signal propagation delay. While
copper demonstrates brilliant enhancement over aluminum, the lithographic etching
process using copper is very challenging with respect to the low dielectric constant
and low-k materials of wire isolation projections of the National Technology
Roadmap for Semiconductors.

The large power consumption by the RC interconnect lines, along with a con-
siderable amount of delay, makes them inefficient for use in high-speed networks.
Hitherto, traditional medium-to-long-distance interconnects have often been sub-
divided into several repeaters to improve the delay response. Instead, transmission
lines with copper interconnect traces demonstrated enhanced delay response and
faster signal propagation, with moderate power consumption even when the
transmission line interconnects were longer, and where repeater technique was
employed. However, the relatively wider surface area of the traces in transmission
line interconnects (compared to the RC interconnect structures) leads to extremely
large Cj as the number of transmission line interconnects multiply as exemplified in
highly heterogeneous large-scale and high-speed servers. Though transmission line
interconnects enhance power consumption of long interconnects and also improve
the delay response, the increase of Cy on the flip side circumvents the advantages
otherwise achieved. Therefore a compromise becomes mandatory in the light of the
signal propagation delay challenge to either target to improve delay response or
save power consumption. The medium-to-long interconnects could be replaced with
transmission lines to improve power consumption, whereas the delay response time
could be improved by replacing the longer interconnect lines on critical paths with
transmission line interconnects.
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13 Coupling Techniques of Interconnections

Inefficient power coupling via the interconnections to the ICs degrades the ICs’
performance to a large extent owing to substantial signal propagation losses. Poor
matching; losses due to bends, junctions, discontinuity, and abrupt changes along the
interconnection lines; high substrate permittivity and coupling of power-to-substrate
modes owing to surface waves are a few of the many factors responsible for signal
degradation as a result of poor coupling. The signal distortion becomes so significant
that accurate data transmission cannot be ascertained. Incidentally, the efficiency of
the coupling techniques is a measure of the chip-to-substrate gap relative to the
height of the chip. Various efforts to ameliorate these problems have been reported in
the literature, with many of them bedeviled by numerous challenges. In this section,
we identify the types and determine their advantages.

13.1 Traditional Wire-Bonding Interconnection

Thermal and electrical properties coupling to ICs via bond wires have been inef-
ficient because of poor impedance mismatch and insertion losses with respect to
signal propagation along the interconnect structures. The mismatch creates a
bonding circumference about the soldered joint that restricts the channel bandwidth
aggregate data throughput. Besides, the effect also limits the speed performance for
data transfer because of insertion losses. Importantly, the bond wire invariably
induces (1) considerable signal time delay, which increases with an increase in I/O
count, (2) a significant inductance contribution, which increases with an increase in
signal frequency, and (3) very high power dissipation.

13.2 pB Technology Interconnections

pB coupling technology was subsequently introduced as an efficient alternative
solutions to wire bonding. However, the interconnection coupling based on this
technology using either gold bumps or copper solder makes the resulting circuitry
very bulky and unfit for highly integrated antenna on/in-chip systems. In essence,
these seeming alternatives exhibit deficiencies with respect to their higher vertical
stacked density of interconnection when compared to bond wire interconnections.

13.3 Through-Si Vias Interconnections

The through-Si vias (TSVs) support 3D IC integration to facilitate high bandwidth,
system scaling, low power utilization and good systemic performance. The
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resulting chips with TSV coupling interconnects are miniaturized owing to tech-
nology that relies on the vertical stacking of the ICs and uses TSV to interconnect
the chips along the shortest paths. The interconnection lengths are thus reduced
with attendant enhanced delay time and reduced power utilization. The technology
is notorious for high frequency loss that eventually degrades the system perfor-
mance through EM interaction effects, as several interconnection traces are crowded
into limited 3D space. Proximity and skin effects become prominent as frequencies
increase, thus creating alternate current paths.

13.4 Capacitive Coupling Interconnections

Technology pull to satisfy low noise requirement, high bandwidth, low power and
low delay design considerations now poses a need for alternative coupling inter-
connect technology for highly densified and high I/O bandwidth chips. The alter-
native coupling to support highly integrated large-scale multi-gigabits ICs with
miniaturized chip area, increased packaging density, high pin counts, and extremely
low power utilization can certainly not be met by traditional bond wire-based
electrical interconnects. As the scaling of CMOS technology continues, this tech-
nology pull can only increase in monumental proportions. Contactless (proximity)
power coupling proves to be robust especially when compared with the traditional
low-speed bond wire interconnects. Capacitive (AC) coupled interconnects based
on contactless technology circumvent the mechanical limitations of other contact
interconnect technologies. However, testing becomes onerous as the pitch decreases
in order to satisfy the standoff height requirement in the face of escalated growth of
I/O signal connections. The reliability of the trench geometry is another cause for
concern, in particular since the coupling element density and its performance are
dependent on the height of chips’ substrate gap. The side effect is the degradation of
the coupling element performance with respect to the square of the gap height.

13.5 Inductive Coupling Interconnections

Inductive coupling interconnect technology also employs contactless (proximity)
coupling technology in the similitude of the capacitive coupling interconnects. It
permits medium-to-long distance power coupling between chips. The extent of the
distance of coupling is dependent on the inductor layout area as well as the driven
current. While the capacitive coupling interconnects use the capacitance occurring
between the dielectric interleaved two conducting plates representing the chip metal
traces and the substrate ground, the inductive coupling interconnects rather rely on
the separate interfaces through vertically stacked structures. Thus, it is
current-driven as against voltage-driven capacitive coupling interconnect
technology.
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14 On-Chip Radio Frequency Signal Propagation
Enhancement Techniques

14.1 Effects of Grounding

When a substrate is grounded, it is connected to the ground plane (which could be
solid or mesh) through vias. The Ohmic connection is thus established between the
ground plane and the substrate, unlike that obtained in the floating substrate.
Usually, the rate of decrease of dielectric space between the interconnect passives
and the ground conductor creates more proximity effects. These effects cause the
concentration of part of the return currents directly below the interconnect passives.
The effect of this becomes substantial at the mm-wave frequency spectrum. The
interconnect resistance (R) reduces considerably as the interconnect passive ground
plane space increases. Thus, the propagation signal delay and the IC power uti-
lization improved. An increase of substrate conductivity further increases this
performance profile. The use of tiled Si has proven to offer comparative advantage
over single-chip Si in terms of interconnect delay enhancement [16].

14.2 Effects of Guard Rings

I/O interconnect structures experience high signal propagation delay, especially
when they are large in number as applicable to densified highly integrated
large-scale server platforms for big data communication. Often, the delay is due to
the radiated EM interactions and near field coupling. Theoretically the guard ring,
when carefully implemented, has the capability to shield the interconnect line
passives from the radiated EM interactions and near field coupling. Figure 9 is a
typical example of a guard ring. While Fig. 9a depicts the geometry of the guard
ring in the xy-plane, Fig. 9b demonstrates the implementation on a substrate in the
xyz-plane with its equivalent circuit. The mutual capacitive contribution is created
because of the capacitive coupling field between these many interconnect passives.
In effect, the delay time depreciates with an increase in Cr. In principle, the par-
asitic effects due to the capacitive contributions with respect to electric field lines
between the interconnect passives terminate owing to low potential (as the guard
rings creates a low impedance path to ground) of the grounded guard rings. In
effect, the EM field interactions between these interconnect passives are thus
confined such that the capacitive contributions cancel out. This reduces coupling
and hence improves isolations and delay time. Table 1 review the reported impli-
cations of the guard ring technique on performance enhancement of interconnection
delays, in particular when or not the guard ring is grounded. Findings indicate that
isolation becomes substantial when the guard ring is grounded, and inferior
otherwise, as reported by Xu and Wang [54]. Generally, the application of the guard
ring technique adds value to the improvement profile of the delay time by
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Fig. 9 Guard ring improvement technique of interconnections. a xy-plane geometry, b xyz-plane
geometry and its circuit interpretation [57]

Table 1 Performance improvement using guard ring

Authors Frequency Feature size Isolation dB
Zhang et al. [64] 400 MHz- 130 nm 10-30
40 GHz
Noh et al. [65] Not stated 200 pm 31.8
Xu and Wang [54] | 10-20 MHz 0.23 mm 7-11 (No grounding)
10-15 (With grounding)
Kim et al. [25] 10 MHz 10 pm 19
10 GHz 50 nm 7
Tsai and Ker [51] Not stated 0.6 pm @ Not stated
5V
Shen et al. [46] 0.04-10 GHz 0.18 pm Varying guard ring width:
15-50
15-50 to victim distance
1540 aggressor to victim
distance
You and Huang [57] | 55.7 GHz 90 nm Not stated
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increasing isolation and thus reducing capacitive coupling. The use of the guard
ring-to-victim distance, and guard ring-to-aggressor-to-victim distance substantially
improves the effect of the guard ring on isolation enhancement. Unfortunately, the
effect of the guard ring on the isolation function improvement depreciates with an
increase in frequency (Table 2).

14.3 Effects of Shielding

It has been documented in Sect. 11 how total capacitance (Ct) affects the delay
response time, in particular in Fig. 7b. Applying the shielding technique reduces the
effective capacitance of the RC interconnects. Theoretically, it is expected that the
resistance of the interconnect structure will obstruct the propagation signal through
the interconnect, thus partly shielding Ct, and eventually enhance the delay
response. In principle, the capacitive coupling occurring along a segmented RC
interconnect passive will be marginal, provided the spacing is small in distance and
cross-sectional area. Hence, such a capacitive coupling function may not be sub-
stantial enough to change with respect to orthogonal interconnect utilization [33].
The concept is such that when the RC interconnect passives are signal lines seg-
mented in interdigitated form, and perhaps grounded, such interconnect line pas-
sives are isolated from the neighboring passives. T